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Abstract 

Technological development contributed to the increasing availability of data and the capacity to 

process it. Data-driven decision-making became affordable and a source of competitive advantage for 

profit-seeking organizations. However, the third sector is falling behind in the adoption of data 

science. Evidence lacks in the scholarly literature of critical resources affecting social-good-oriented 

organizations’ adoption decisions. This thesis aims to fill this gap through an empirical investigation of 

data science usage among Portuguese social economy entities. A mixed-method research is 

conducted, informed by the theoretical frameworks of technology adoption model and resource-based 

view of the firm. The results are discussed from the practitioners and theory contribution perspectives. 
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1. Introduction 

The amount of data generated every day is massive, and the tendency is not to slow down. Many 

industries see themselves forced to adopt data-driven strategies to remain competitive, as the benefits 

from Data Analytics continue to appear (Brownlow et al., 2015). Similar companies may positively 

differ in 5-6 percent in productivity levels when adopting data-driven decision-making (DDDM) 

processes (Brynjolfsson et al., 2011). Technology is a moving target and requires constant investment 

for one to be up to date, however, not every sector can keep up. Social-good-oriented organizations 

cannot afford the most recent equipment and technologies on the market (Bobsin et al., 2018) and lack 

capacity and appropriate skills for data analysis (Blake, 2019). Many agree that it is time for nonprofit 

organizations (NPOs) to shift towards data usage (McAfee et al., 2012; Fruchterman, 2016) and that 

the conditions have never been more appropriate (Ashby, 2019). Data science is a growing need 

within the third sector (Blake, 2019), however, one must assess the needs for the implementation of 

the technology. For the implementation of data science to occur, there are challenges necessary to 

overcome, which are managerial more than technical (McAfee et al., 2012). This thesis seeks to 

answer the following research question, ‘What are the critical antecedents of the adoption of data-

driven decision-making in the social impact sector in Portugal?’. To assess the presented question, the 

thesis is structured as follows. Firstly, the theoretical background on the national social economy and 

its relationship with data science will be presented. Secondly, the research methodology and design 

will be described and further results’ comprehensive description. Later, the discussion and suggestions 

on how to approach the third sector will be provided followed by the study limitations. 

 

2. Background 

2.1. Social Good Entities in Portugal 

The Portuguese Law on Social Economy, Lei das Bases da Economia Social - Law Nº 30/2013, May 

8th, defines social economy as all the economic and social activities freely carried out by entities with 
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legal forms of i) cooperatives, ii) mutual associations, iii) mercies (misericórdias), iv) foundations, v) 

entities with IPSS (Private Institutions of Social Solidarity) statute, vi) associations with altruistic aims 

acting in cultural, recreational, sports and local development fields, vii) entities in the communitarian 

and self-managing subsector under the cooperative and social constitution, and viii) other entities with 

legal form respecting the social economy principles. The guiding principles of the social economy in 

Portugal are described in Law Nº 30/2013 as being the following seven: 1) the primacy of people, 2) 

freedom of membership, 3) democratic control, 4) conciliation of interests, 5) solidarity, 6) autonomy, 

and 7) surplus allocation to the social economy (Assembleia da República, 2013). Although it appears 

to be comprehensive, the law on social economy gives room to different interpretations, among them 

the question if social enterprises belong or not to the social economy. Additionally, the concept of 

social enterprise is not yet established in Portugal (Stoyan et al., 2014), increasing the interpretation 

difficulty. In Portugal, it is estimated to be over seventy thousand (70,000) entities comprising the 

social economy and with its vast majority, over 90%, being altruistic associations, and roughly 50% of 

the field of activities related to culture, communication and recreational field (INE, 2019).  As 

concluded in the recently published Satellite Account of Social Economy in Portugal - 2016, in that 

year social economy was responsible for 3.0% of the Portuguese GVA (Gross Value Added), 5.3% of 

wages and total employment, and 6.1% of paid employment in the national economy (INE, 2019).  

As seen, the impact of the social economy in Portugal is significant in the national economy and the 

national social welfare. It is of paramount importance to support these entities to do good and achieve 

greater social impact. One of the means to achieve this objective is the introduction of data-driven 

decision-making and develop competencies to test and implement data science. 

 

2.2. Data Science for Social Good 

Data science can be described as the “application of quantitative and qualitative methods to solve 

relevant problems and predict outcomes” (Waller et al., 2013). It is a technology that comprises multi-
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disciplines, statistics, data management, machine learning, but also social sciences to understand the 

context and provide comprehension. Ultimately, the goal is to extract useful knowledge and insights 

from structured and unstructured data and act on it when appropriate (Dhar, 2012). Data science, or 

data-driven decision-making as will be used in this thesis interchangeably, adoption can increase the 

productivity of an organization (Brynjolfsson et al., 2011) and it is fundamental for it to remain 

competitive within a market (Brownlow et al., 2015). 

In the corporate world, the majority of for-profit organizations have emerged in data-driven strategies, 

otherwise risking the businesses' rentability (Brownlow et al., 2015), working with straightforward 

metrics aiming profit maximization, steady IT infrastructure and experts. By contrast, in the third 

sector, the adoption of data science is lagging behind (McNutt, 2018), and, for changes to occur, these 

must be integrated with the organization’s mission which guides action (Bobsin et al. 2018). Some 

may argue that this is due to a lack of interest from experts to invest in tailored solutions for nonprofit 

organizations (Jariego, 2007) with few and too expensive tools conceived to the specificities of  NPOs 

(Bobsin et al., 2018). Others believe that there is already a significant amount of technological 

applications tailor-made to address NPOs’ needs (McNutt, 2018), disagreeing that the greatest barrier 

to data science implementation is the lack of designed solutions. In the third sector, instead of 

productivity and competitiveness, social impact drives decisions (Bobsin et al., 2018). Therefore, 

NPOs must, beforehand, acknowledge the technology’s potential benefits in society and ways its 

activities and impact may be leveraged through data science. McNutt (2018) describes data science 

implementation in NPOs as “the next development in nonprofit advocacy”, with the potential 

exploration of new areas of operations and advance in organizations’ missions. 

One of the greatest challenges within the third sector is to measure impact (Fruchterman, 2016). NPOs 

struggle with what to measure and when to measure it but the theory of change and logic model 

support data-driven decision-making (James Bell Associates, 2018). Theory of change (Lewin - 1947) 

allows for problem recognition, desired outcomes, and pathways of change assessment. The logic 
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model resorts to data collection principles to assess impact and has four components (James Bell 

Associates, 2018): Inputs, financial, material and personnel resources; Activities, organization’s 

interventions targeting a social problem; Outputs, direct quantifiable results of an activity (e.g. 

presences in an event); Outcomes, impact or changes resulting, whether in short or long term. Each of 

the four components is dependent on data collection to generate results and these are dependent on the 

interpretation of the data collected. The process mirrors one of data science’s application in the field, 

as data interpretation is meant to answer questions as reporting, diagnosis, prediction, and 

recommendations (Van Der Aalst et al., 2015). Data science could be one of the answers to the 

mystery of impact measurement within the third sector (James Bell Associates, 2018). 

More than enabling impact measurement, data science can leverage NPOs’ missions supporting 

decision-making and strategy (Baar et al., 2016). One of the data science’s advantages is its predictive 

capacity, transforming insights into action (Dhar, 2012). More specifically, social-good organizations 

can estimate future results based on results drawn from activities’ past data analysis. Allowing data-

driven decisions rather than intuition-driven hence, making better decisions (McAfee et al., 2012). 

Moreover, organizations seeking impact can leverage decisions on databases with information on 

employees, clients, beneficiaries and funders (McNutt, 2018). For instance, by extracting insights from 

datasets on past fundraising programs, organizations can increase efficiency, attracting investors and 

increasing contributions (McNutt, 2018). The same would happen with clients or beneficiaries, 

allowing a comprehensive understanding of people’s needs, enabling improvement on existing 

services and to better target the groups. Ultimately, acting in the appropriate time with tailored and 

more efficient solutions, increasing the social impact. 

Nonprofit organizations have been lagging far behind in the adoption of new technologies for decades 

now (McNutt, 2018). And when in similar industries, third sector organizations and for-profit 

corporations do not have equal opportunity in accessing capital (Myser, 2016). The barriers and 
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challenges to the implementation of new technology like data science are manifold, and different 

organizations will be distinctly conditioned (Eimhjellen et al., 2013).  

In Portugal, the nonprofit sector has three main sources of income: earned income, private 

philanthropy, and government or public sector support. Earned income includes the sale of goods or 

services, allocating surpluses to primary activities allowing these to remain sustainable. Private 

philanthropy is usually comprised of individual or private institutions' donations. And lastly, the 

government or public sector support includes grants, contracts, and payments from government-

financed social security systems (Franco et al., 2012). Despite the several sources of revenue, financial 

hurdles remain one of the biggest challenges of most of the organizations within the sector (Monteiro 

et al., 2015). Many organizations, due to lack of funding to invest in technology, work with “obsolete 

equipment and outdated technologies” (Bobsin et al., 2018). Funding programs, whether public or 

private, have rules limiting the allocation of resources to activities not considered to be primary 

(Bobsin et al., 2018), as technology. Moreover, funders and donors themselves offer resistance to 

invest in new fields of technology (West, 2019), such as data science, seeking instead for tangible 

results in the lasting impact their investments may generate (Fruchterman, 2016). 

Despite data science’s manifold benefits, one must be aware of these benefits to act upon them. Many 

organizations seem to fail in getting educated on the benefits before potential implementation. The 

perceived usefulness and applications of data science may vary among and within organizations, as 

well as the challenges to its implementation (Bobsin et al., 2018). Additionally, and as found on 

research conducted by the Data Science Portuguese Association, technology adoption levels vary 

among different organizational areas (DSPA, 2019). However, this relationship goes deeper than the 

organizational area. A study on data usage adoption concluded that there is a positive correlation 

between the percentage of educated people within a company’s team and the likelihood of that team 

reporting high levels of data-driven decision-making (Brynjolfsson et al., 2016). Hence, once there is 

expertise within an organization, that understands and recognizes the potential value of data-driven 
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strategies, there is a higher probability of having a more effective implementation of the technology, as 

it reduces personnel resistance (Brownlow et al., 2015). However, budget constraints lead to 

difficulties in attracting and retaining talent (Bobsin et al., 2018) and there is a general lack of 

statistically literate people (Ashby, 2019). In Portugal, organizations find attracting new people for 

their social organs a major problem (Monteiro et al., 2015) and adding a criterion of technological 

skills to the candidate may hinder the process. Hence, when organizations fail to see the data science 

usefulness, the final decision of usage is expected to be negatively affected. In particular, if they lack 

awareness at the top of the organization hierarchy (Bobsin et al., 2018), hence, failing to encourage 

investment in new technologies. Therefore, the need to educate an organization and provide guidance 

to implement data science seems to be of uppermost importance. 

There may be several characteristics that could act as barriers to data science implementation (McNutt, 

2018), leading to some resistance and initial inertia. For instance, the organization’s size and structure, 

the larger the more expected it is to have IT capacity (Balser, 2008), and more organic and horizontal 

structures tend to find the adoption of new technologies easier (Bobsin et al., 2018; Eimhjellen et al., 

2013). To understand the intention of an organization towards the use of data science, one should 

assess the current managing culture. For instance, assessing if the process of decision-making is driven 

by intuition or data as it is common to have managers relying on intuition over data (HBR Analytics 

Services, 2012). However, the phenomenon has been changing, and the adoption of data usage has 

begun to break the habit, reducing the predominant instinct weight on the decision-making process 

(Brynjolfsson et al., 2016). Moreover, the workforce profile, whether mainly represented by 

volunteers or employees, seems to impact the intention to adopt new technologies (Bobsin et al., 2018) 

as motivations and professionalism levels tend to be different, affecting project prioritization and time 

allocation. Hence, the cultural change must be managed effectively (McAfee et al., 2012) for one to 

adopt and fully benefit from data science. 
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It is undeniable the great potential for huge amounts of data generated within social organizations, and 

consequently, an increased potential for misinterpretation and misusage (Ashby, 2019). The quality 

and integrity of the data collected seem to act as a barrier to many organizations, whether nonprofit 

(Baar et al., 2016) or for-profit with already established businesses (Brownlow et al., 2015). Data 

quality comprises aspects such as accuracy, completeness, consistency, and currency (Scannapieco et 

al., 2005) amongst others. The step forward given with the adoption of data usage can lead to two 

steps back when data has poor quality or is misused, as it reduces the efficiency of the organizations’ 

decisions (Baar et al., 2016). Moreover, extremely sensitive data may be held by nonprofit 

organizations, making data disclosure another important concern when using data for decision-making 

(Baar et al., 2016), slowing down the process of adopting data science. With increasing restrictions 

regarding data collection and usage, like the EU General Data Protection Regulation (GDPR) - 

Regulation (EU) 2016/679, there is greater resistance to the implementation of data-driven strategies. 

Data science is now closer to being affordable for social-good-oriented organizations, not because the 

organizations are abounding in financial resources, but because the technology is less expensive 

(McAfee et al., 2012). Additionally, there is an increasing availability of data science tools to those 

that can act when in possession of the insights (Ashby, 2019). Data visualization tools are acquiring 

formats that are friendlier, more intuitive and easier to use, with datasets as inputs and a multitude of 

possibilities as outputs, graphics, infographics, charts, and maps (e.g. Tableau and Infogram). 

Moreover, there are already entities willing to help NPOs through data science, with guidance, tools, 

and expertise, as it is the case of The Royal Statistical Society – Statisticians for Society, a pro bono 

work that connects statisticians with charities (Ashby, 2019). Or Data Science for Social Good Solve - 

DSSG Solve, an online platform for social organizations to present projects in need for data science 

assistance, having experts as volunteers to help to scope the project and to solve the problems (DSSG, 

2018). An example from Portugal is Data Science for Social Good Portuguese Foundation, an open 

community of data scientists aiming to match beneficiaries, that may benefit from data-driven 
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methodologies, with voluntaries that are experts in the field of data science. What before was 

unintelligible it is today accessible for those that lack expertise on the field. 

However, the relationships between vital resources within the third sector for data science 

implementation and the sector’s perception and later usage intention behavioural of data science, have 

not yet been clarified. Therefore, this research sought to answer the following research question: 

What are the critical antecedents of the adoption of data-driven decision-making in the social impact 

sector in Portugal?  

The primary objective of this research is to assess the usage of data in the decision-making process of 

social-good related organizations in Portugal and assess the critical resources an organization should 

have to become data-driven.  

Secondly, the objective is to understand the acceptance and usage of data science in social-good-

oriented organizations, by looking into perceptions and future expected consequences on the usage of 

data science. 

 

2.3. Theoretical Frameworks 

2.3.1. Unified Theory of Acceptance and Use of Technology (UTAUT) 

Hitherto, there seems to be a consensus among the authors that social-good-oriented organizations 

would benefit from adopting a data-driven culture. That would ideally be accompanied by an 

investment in education on the matter. However, such a plan only becomes viable if social 

organizations have the willingness to accept data science technology. This willingness can be assessed 

through the Unified Theory of Acceptance and Use of Technology (UTAUT), which may explain up 

to 70 percent of the variance in the intention of the use of a specific technology (Venkatesh et al., 

2003). The theory defines four constructs that directly affect the usage intention: performance 

expectancy, effort expectancy, social influence, and facilitating conditions. Methodologically, the 

UTAUT is usually operationalized by the means of a survey. In this thesis, this framework serves to 
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support the understanding of the social organizations’ behavioural intention and attitude towards the 

use of data science. 

 

2.3.2. Technologies Affordances and Constraints 

UTAUT becomes a scarce source when assessing the reasons for the implementation decision, as it 

does not consider the perspective of potential consequences, and these may influence the final decision 

of adoption. Majchrzak and Markus (2012) affirm that the consequences of the uses of information 

systems (IS) are better drawn through the understanding of relationships between organizations and 

technology features. To this end, the Technology Affordances and Constraints Theory (TACT) 

(Majchrzak et al., 2012) complements the UTAUT, by mapping the reasons behind the decision. 

Affordances as the range of new possibilities organizations may benefit from data science and 

Constraints as the limitations. 

 

2.3.3. Organizational Perspective 

To complement UTAUT (Venkatesh et al., 2003) and TACT (Majchrzak et al., 2012), the research 

also resorts to the Resource-Based View (RBV) of the Firm (Wernerfelt, 1984). RBV allows mapping 

the critical resources and capabilities that can leverage a firm’s performance. In the third sector, there 

are critical resources and capabilities that when leveraged affect positively organizations’ performance 

and ultimately the magnitude of their social impact (Bacq et al., 2016). When referring to the 

antecedents for data science implementation, Resource-Based View can be repurposed, allowing to 

map critical resources and capabilities in social-good-oriented organizations to the implementation of 

data science and ultimately boosting social impact. 
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3. Methodology and Research Design 

3.1. Research Methods and Data Collection 

Along with the theoretical research, there was a relentless pursuit for the insights on the current status 

of technology within the Portuguese social economy. To this end, mixed-methods research was 

conducted, qualitative and quantitative research. Both the interviews and the survey were developed 

with the referred theories as support. 

Qualitative Research 

Eight in-depth semi-structured interviews were conducted among different Portuguese entities, four of 

the eight interviews were via call or video-call and the remaining four were in-person interviews. 

Appendix 1 shows the list of organizations that participated in the research, together with the interview 

length. The conversations followed a general script that the author developed for the research (see 

appendix 2). To select the interviewees, the author used snowball sampling (chain referral sampling) 

method, with NOVA SBE Data Science Knowledge Center (DSKC) being an informant (Mack et al. 

2011). The contact with all the interviewees was established through the DSCK, and they were part of 

the centers existing network. Snowball sampling is a type of purposive sampling (Mack et al., 2011), 

which implies that the entities contacted for the interviews already complied with preselected criteria. 

In this case, two criteria were used. Firstly, the interviewee should be a representative of an 

organization registered in Portugal with experience in the field of Portuguese social economy. 

Secondly, the organizations should have applied for the Data for Change program which aimed to 

identify organizations with problems that could potentially be solved through Data Science (DSKC 

2019). The seven interviewed organizations consented the audio recording of the conversations and 

each interview had two recordings from different devices to reduce the risk of failure. To complement 

general notes taken during the conversation, the recordings were later listened thoroughly and 

repeatedly to extract more information applicable to the research, given its objectives. Each interview 

had its collection of insights that were coded and later crossed with the remaining. A single data 
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collection of insights was later generated to find patterns and draw conclusions on the topic. The tools 

used to collect and code the data were, recording apps (mobile phone and computer) and Microsoft 

Office Word. 

The first of the interviews sought to clarify already existing definitions in the social economy, such as 

legal formats within non-profit organizations. The referred interview was done with a senior 

consultant and pro bono legal manager, from Vieira de Almeida Associates (VdA), a Portuguese law 

firm, that provides legal advice to social economy entities. The other seven interviews were conducted 

with different entities from the Portuguese social economy. Two of the organizations have the 

enterprise statute, meaning that are for-profit companies, but are self-considered social enterprises as 

their primary focus is social impact. The remaining five interviews were conducted with non-profit 

associations, from different fields of action, four IPSS (Private Institutions of Social Solidarity) and 

one NGOD (Non-Governmental Organization for Development). As presented before, appendix 1 

provides additional information on the organization’s interviewed with respective lengths. 

Quantitative Research 

With the insights drawn from the qualitative research, a survey was developed to reach a greater and 

more diverse universe of entities, as it was not restricted to Data for Change applicants. The survey 

was in Portuguese since it targeted Portuguese organizations, the final survey can be found in 

appendix 3. To guarantee the viability of the survey, and to guarantee a proper understanding, the 

former was pre-tested internally with 3 senior researchers, of which 2 were Portuguese native speakers 

and 1 foreign-language speaker. All the pre-test participants have significant experience in the use of 

data science in social-good-oriented organizations in Portugal. The final survey had 38 questions, 12 

open answers, 18 of multiple-choice, 7 questions with five points Likert scales, and the remaining was 

a sort answer. The survey was divided into 9 sections, the first two sections assessed the organization's 

characteristics and their level of IT infrastructure. The third section directly referred to data science 

and aimed at understanding if organizations were familiar with the concept. The section that followed 
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started with a comprehensive explanation of the concept expressed in an understandable language for 

non-professionals and included several examples to provide mental cues about data science. After the 

introduction in this section, the survey assessed the organization's perceptions of data science 

applications. The questions in the fifth section characterize the data that organizations have stored and 

their data collecting habits. The sixth and seventh sections focused on Venkatesh’s (2003) Unified 

Theory of Acceptance and Use of Technology (UTAUT) and Technologies Affordances and 

Constraints Theory (Majchrzak et al., 2012), their perceptions of advantages and disadvantages, 

affordances and constraints, as potential users of the technology. In appendix 4 can be found the list of 

items used to estimate UTAUT (Venkatesh et al., 2003). The penultimate section investigates if the 

implementation of data science was being actively pursued, as an organizational priority or not. 

Finally, the last section allowed for comments on the topic and optionally share an email address for 

further contact on the research. The sampling method used was convenience sampling, aiming at the 

entire network of organizations available. The survey was sent to over 4300 addresses of social-good 

organizations and the data considered were collected from the 11th to the 20th of December. The 

reminder was sent on the 17th and 18th of December to over 4100 addresses. The author used 

Microsoft Office Forms to develop the survey and later downloaded the results in Microsoft Office 

Excel format. The sample was of 159 answers. 

 

3.2. Data Analysis Methods 

For the qualitative data analysis, the transcripts of the interviews were analysed using content analysis 

(Seidel, 1998). Even though there was a general script, interviews had a conversation flow. Hence, not 

every answer would fall on the predefined category of the question asked. To this end, the process of 

noticing, collecting and thinking (Seidel, 1998) served as a support to the qualitative data analysis. The 

process allowed for a translation of unique insights into structured and analysable datasets. Noticing 
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was used to code the segments of the interviews, collecting was used to sort once coded the insights, 

and thinking was used as the process of analysing the results collected once segmented and organized. 

During the interviews, the script presented in appendix 2 served as a guide for the conversation. 

However, as noticing is a recursive process (Seidel, 1998), the notes that were taken during the 

interviews allowed for other questions generation. Each interviewed organization had its individual 

data collection resulting from the recording and later partial transcript. Within each collection the 

topics of answer were coded, for instance, the answer on what motivated Data for Change application 

(coded as Data4Change) would later allow an assessment on the behavioural intention of 

implementing data science. Appendix 5 illustrates the defined general codes and examples transcribed 

from the interviews. Once labelled, the topics would fall into theoretical research categories. For 

instance, when a  statement was coded as a DS_new_possibility this would fall into the Technology 

Affordances and Constraints Theory (Majchrzak et al., 2012) as it represents an affordance. This 

analysis, of attributing categories to coded statements crossed data from different data collections and 

resulted in a single data collection. Referring to the same example, all the statements from all 

organizations regarding new possibilities that data science may bring were analysed with the support 

of TACT (Majchrzak et al., 2012). Furthermore, the patterns were analysed within each collection and 

within the single data collection previously generated.  

Quantitatively, once collected the survey data, the input variables were coded to facilitate the analysis. 

The information about the variables and the conversion from categorical to nominal scale is available 

in appendices 6 to 8. To understand the survey results and get an overview of the data, an exploratory 

data analysis has been conducted.  

Given that part of the survey was based on the technology adoption model (TAM) (Venkatesh et al., 

2012), an exploratory factor analysis (EFA) was conducted to test if the TAM constructs are 

identifiable and if yes, to generate the scales for these constructs. Exploratory factor analysis allowed 

for dimensionality reduction and the identification of four main constructs within the survey data. 
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From the scale questions referring to UTAUT (Venkatesh et al., 2003), twenty-one items were used to 

conduct the factor analysis. As a result, four factors stood out for their greater values above the 

boundary of one, appendix 9 presents the Eigenvalues for all the variables used. The rotation method 

used was Promax as the results generated were clearer, as shown in appendix 10. Moreover, appendix 

11 summarizes the variable names with the questions asked and respective factor loadings. 

Additionally, to guarantee internal consistency, the author computed Cronbach’s alpha for each factor 

and all the values were above the required 0.7 (Hair et al., 2014), as presented in appendix 12. 

Moreover, one of the variables, effort required for data science implementation, was dropped from the 

analysis since the item loaded into two factors (1 and 2). 

A multivariate regression model was considered to explore associations between variables rather than 

causal relationships. Operationally, a nested regression was run using four blocks of variables, 

resulting in four linear regressions. In all four models, the dependent variable was the usage intention 

of data science, which is a behavioral proxy for the actual adoption of data science (Ajzen, 1991). 

Eighteen independent variables (see appendix 13) were divided into four blocks of predictors. The first 

block corresponds to 5 control variables (e.g. size, age group, demand matching). The second block 

adds 7 new variables, items that regard the resource-based view (e.g. funding availability, access to 

education), block three is comprised of 2 variables containing information on the data-driven decision-

making culture in the organizations, and block four adds 4 variables that originate from the UTAUT 

framework. Appendix 14 shows in the detail the independent variables considered of each block. 

The four linear regressions were executed sequentially, starting with control variables only and adding 

one block of variables per regression. The EFA ran the entire sample (N=159), as all the analysed 

scale questions were answered. The multivariate regression analysis was run with 157 of the answers 

due to one non-answered question by 2 of the respondents. 
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4. Research Findings 

4.1. Results of the Qualitative Analysis 

While most of the interviewed organizations have elementary technology for their operations, there is 

a weak or non-existent application of data science in their operations. As stated before, all the 

interviewed organizations had applied to the program Data for Change, meaning that, there was 

already at least one problem recognized within the organization that could be potentially solved with 

data science. The motivation to apply would mainly be the lack of expertise to implement data science 

to work their stored data. Additionally, more than knowing what question to ask, many saw new 

possibilities arising with data science (affordances). For instance, data science was perceived to have 

great potential when it comes to targeting, through data analysis and predictive statistics. Even though 

data science’s applications were seen mainly as efficiency magnifiers, some saw potential applications 

next to the beneficiaries. For instance, an AI matchmaker tool for doctors and patients on an 

organization’s website, reducing the resistance of scheduling an appointment when searching for a 

doctor among dozens. Or even an app for the beneficiaries that need help to keep track of their 

activities with the organization and vice-versa. Moreover, organizations said that impact measurement 

was a difficult task that data science could help improving.  

On the other hand, when asked on data science’s constraints most organizations said these to be 

“none”. However, when revising the answer, some perceived limitations arose. For instance, the risk 

of having technology replacing the human connection in the social sector was a big concern. GDPR 

was referred to as too complex and data misusage could take the organization to violate the regulation 

unintentionally. In the case of cultural transformation, one of the concerns referred was a long-term 

misperception of data science benefits consequently, increasing the resistance to the implementation. 

Commonly agreed was that data science implementation would have to take time and funding from 

other projects, however, not deviating the focus of the primary goal. 
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From a resource’s perspective, the social-good-oriented organizations seem to have partially acquired 

the resources which allow data science implementation. Data, the raw material of data science, was 

correctly perceived as a starting point for data-driven decision-making adoption. In that regard, most 

organizations have programs that automatically store data and have been doing it for years, having 

now stored great amounts of unused data. Besides data, the mindset and willingness to adopt a more 

data-driven culture was constantly referred to as a resource that supports the implementation. Others 

referred that having a DPO (Data Protection Officer), a website to develop or even experience with 

former technological transformations (replacing computers by laptops) could also be a starting point of 

the culture shift towards data-driven organizations. Moreover, partners and reputation are perceived 

for some, as resources that can facilitate access to resources for data science implementation.  

On the other hand, when assessing critical resources missing to implement data science, the answers 

were extremely similar. Education, funding, and expertise were the resources that the interviewees 

said to lack the most. Hence, these factors were identified as the principal obstacles that are preventing 

organizations from implementing data science.  

As for challenges, GDPR and data treatment seemed to be always present. One organization showed 

concern in asking for more detailed information to individuals, as it may have negative impacts on 

their social participation. Others perceived the treatment of highly sensitive data as a challenge 

together with the individuals’ resistance to sharing it, hence, jeopardizing the social impact.  

 

4.2. Quantitative Analysis 

4.2.1 Descriptive Statistics 

The survey was sent to 4321 addresses, resulting in a sample of 159 answers. Among the respondents, 

70% are non-profit associations, 6% cooperatives, 3% foundations, and the remaining are religious 

entities and others, mainly parish social centres. 87 of the respondent organizations have acquired the 

IPSS (Private Institution of Social Solidarity) statute, and 31 are NGOs (Non-Governmental 

Organizations), whether for development, environment or disabled persons. 16 of the 159 
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organizations have the cumulative statute of both, IPSS and NGO. As individual respondents, around 

63% are between 36 and 55 years old, and the remaining is divided between below 36 years old (19%) 

or above 55 years old (18%). Roughly half (54%) of the respondents are from small organizations 

(less than 50 members, including employees and volunteers). The remaining are of medium size 

(34%) with 50 to 250 members, and 12% of larger size (8% with 251 to 1000 members and 4% with 

over 1000 members). Regarding the organization’s structure, 46% said to have a more vertical culture 

(top management responsible for the decisions) and 43% horizontal (cross-hierarchical decisions), the 

remaining 11% claimed to have a mixture of both or another format. Only 38% of the organizations 

are currently meeting the demand of society regarding their primary activities and 71% said not to 

have the funding for data science implementation. The majority claimed to already base the process of 

decision-making in data (60%), however, the scenario looks different when assessing the behavioural 

intention and the attitude towards the use of data science in the organizations. The descriptive statistics 

are presented in more detail in appendix 15. 

 

4.2.2 Data Analysis Results 

Resulting from the exploratory factor analysis on the collected data, four main factors are identified, as 

shown in appendix 10. Internal consistency is guaranteed since the Cronbach’s alpha for all the factors 

is above 0.7 (Hair et al., 2014).  

In the case of multiple regression analysis, a single dependent variable (data science usage intention) is 

considered. In the model, all the blocks of independent variables (appendix 14) show to add statistical 

significance to the prediction of data science usage intention, through positive variations in R-squared 

value. Given the R-squared variations, the block that adds more statistical significance to the model is 

the second block referring to resource availability (RBV) (Wernerfelt, 1984), with ΔR2=0.2209. 

Regression 4 yielded the greatest R-squared (0.519) and hence the regression that better explains the 

relationship between variables and data science usage intention. The summarized information of R-
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squared values can be found in appendix 16 and the results of the multivariable analysis in Table 1. In 

regression 4, usage intention of data science is positively associated with, perceived performance 

enhancement (coeff = 0.32; p<0.01), social influence (coeff = 0.26; p<0.01), having DDDM as an 

objective (coeff = 0.28; p<0.05) and available expertise for data science implementation (coeff = 0.23; 

p<0.05). In regressions 2 and 3, access to education affects positively data science usage intention 

(coeff = 0.26; p<0.05 regression 2) and (coeff = 0.21; p<0.05; regression 3). However, once block 4 is 

added (e.g. social influence, perceived performance augmentation), education loses statistical 

significance. Similarly, the respondent’s age (above 65 years old) loses statistical significance in 

regression 4. Since in regressions 2 and 3, shows to be statistically significant by negatively affecting 

the intention of usage of data science (coeff = -0.99; p<0.05; regression 2) and (coeff = -1.22; p<0.01; 

regression 3). Unexpectedly, in none of the four regression, funding shows to have a statistical 

significance as a predictor of data science usage intention. Individual regressions from each block 

addition can be found in appendix 17. 

 

Table 1. Multiple regression analysis of predictors of usage intention of data science (N=157) 

Independent variables 
Regression 

1 

Regression 

2 

Regression 

3 

Regression 

4 

Respondent's age     

25 - 35 years old -0.21 -0.69** -0.97** -0.37 

36 - 45 years old -0.09 -0.64** -0.78* -0.16 

46 - 55 years old 0.39 -0.21 -0.49 0.07 

56 - 65 years old 0.17 -0.64* -0.87* -0.12 

More than 65 years old -0.52 -0.99** -1.22*** -0.42 

Organization's age     

25 - 35 years old -0.01 -0.06 0.08 -0.13 

36 - 45 years old -0.26 -0.17 -0.02 -0.14 

46 - 55 years old -0.11 -0.10 0.01 -0.05 

56 - 65 years old 0.10 0.19 0.31 0.19 

More than 65 years old -0.52 -0.75* -0.54 -0.65* 

Board's age     

36 - 45 years old 0.09 0.01 -0.02 -0.08 

46 - 55 years old -0.10 -0.11 -0.10 -0.05 

56 - 65 years old -0.14 -0.20 -0.24 -0.24 

More than 65 years old -0.33 -0.22 -0.29 -0.58 

Organization's dimension     

50 - 250 members 0.12 0.04 0.01 -0.03 
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251 - 500 members 0.08 0.02 0.04 0.10 

501 - 750 members 0.09 -0.27 -0.15 -0.01 

751 - 1000 members 0.32 -0.06 0.04 0.04 

More than 1000 members -0.49 -0.68* -0.49 -0.11 

Meets demand (1, yes; 0, no) -0.12 -0.16 -0.13 -0.02 

Access to education in data science in 

the past 2 years (1, yes; 0, no) 
 0.26** 0.21** 0.03 

Funding is available for data science 

implementationª 
 0.08 0.08 0.07 

Expertise is available for data science 

implementationª 
 0.29*** 0.32*** 0.23** 

Digital data collection routineª  -0.06 -0.08 -0.10 

Internal DPO (1, exists; 0, does not 

exist) 
 -0.15 -0.13 -0.11 

GDPR awareness (1, yes; 0, no)  0.48 0.31 -0.14 

Willingness to collaborate/contact (1, 

yes; 0, no) 
 0.31** 0.32** 0.14 

Data-driven decision-making as 

routineª 
  -0.21 -0.14 

Data-driven decision-making as 

objectiveª 
  0.33** 0.28** 

Data science usage level relative to 

peers  b
   0.09 

Data science perceived ease of use - 

Factor 4 (EFA) 
   -0.02 

Data science social influence - Factor 3 

(EFA) 
   0.26*** 

Data science performance 

augmentation - Factor 1 (EFA) 
   0.32*** 

R² 0.120 0.343 0.383 0.519 

R² change   0.2209 0.0396 0.1368 

*** p<0.01, ** p<0.05, * p<0.1     
ª statement scale: 1 - strongly disagree; 2 - disagree; 3 - neither disagree nor agree; 4 - agree; 5 - 

strongly agree 

ᵇ peers scale: 1 - level extremely below; 2 - level below; 3 - equal level; 4 - level above; 5 - level 

extremely above 

Table 1. Regressions (1-4) are the results from the multiple regression analysis conducted in Stata 

software, with usage intention of data science as the dependent variable. Each value corresponds to 

the coefficient of the predictor variables in the different regression. R2 and R2 change refer to the 

statistical significance and respective variation each block of independent variables has in the model. 

 

5. Discussion 

The results from the research have confirmed that data science is not a priority for third sector 

organizations, and hence, no active pursuit exists. Little above 10% of the organizations said that they 

are actively pursuing the implementation of data science. In addition, only 7% have it as an investment 
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priority (appendix 15) and the general lack of resources within the sector (Monteiro et al. 2015) 

emphasizes this disregard. Resulting from the qualitative analysis, education and funding revealed to 

be key resources to make the implementation of data science possible, but the quantitative data 

collected does not support this view. The research interviews were conducted almost exclusively with 

the organization’s top managers and this may have clouded the most accurate conclusions. The data 

analysis of over 150 respondents shows that access to education and funding available for data science 

are not statistically significant to predict the usage intention of data science, and 87% of the 

respondents (appendix 15) said they had no contact at all with data science education in the past 2 

years. Hence, leveraging education and funding has shown not to be the most effective path to get to 

data science adoption.  

Concluded from qualitative and quantitative data was that the presence of expertise within the 

organization influences the intention of usage and later adoption of data science. Expertise lacks, less 

than 10% (appendix 15) of the respondents said to have the technical resources for data science 

implementation. And this gap is in line with the idea that the focus of the technology industry is in the 

for-profit sector (Balser, 2008). As concluded from the literature, expertise within an organization 

leads to higher probabilities of effective implementations of technology, as it reduces personnel 

resistance (Brownlow et al., 2015). However, social-good organizations are incapable of attracting and 

retaining talent due to funding constraints (Bobsin et al., 2018). One recommendation is to find an 

intermediate to help to fill the gap between experts and third sector organizations otherwise, 

organizations may fail to recognize the problem and experts to scope the projects. For instance, the 

Data Science for Social Good (DSSG) Association, a community of data scientists that are aware of 

the third sector needs and currently available to help social organizations through data science. 

Similarly to UTAUT (Venkatesh et al., 2003), the presented results show that perceived performance 

enhancement impacts the usage intention of data science. Since what drives the sector’s decision is the 

social impact  (Bobsin et al., 2018), organizations need to perceive the benefits applied to impact. 
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Hence, a suggested approach, expected to have positive effects on the adoption of data science, is the 

development of case studies applicable to social organizations. And even though the perceived 

performance enhancement may be leveraged in third sector case studies, it must be complemented 

with other strategies. Even after the explanation of the concept of data science with examples, only 

30% of the respondents (appendix 15) found data science a concept easy to understand.  

Organizations measure themselves with respect to their peers, and the results from the research have 

shown that social influence impacts the data science usage intention and later adoption decision. Yet 

again, in accordance with Venkatesh’s constructs in UTAUT (Venkatesh et al., 2003). Therefore, 

another suggestion can be to use social influence as a tool, to shift organizations towards data-driven 

cultures. For instance, investing in the promotion of successful stories of peers that benefited from the 

usage of data science would increase the visibility of data science benefits. Hence, spreading the word 

of specific tools and techniques used to increase the organization’s performance and social impact. 

Lastly, in what regards policies, the Government could support the bridging between the two sides of 

the implementation, the experts and social entities. Through a platform allowing data science expertise 

to flow towards social-good organizations and helping to fix the gap, and this way facilitating the 

encounter of the two. 

Summing up, data science is not a priority within the third sector, however, there are critical resources 

that can be leveraged for organizations to shift for data-driven cultures. Resulting from this research, 

these are expertise, performance enhancement, and social influence.  

 

6. Limitations 

The present research has several limitations. The first regards the secondary data collected for the 

study development. Social economy has distinct characteristics among different countries and cultures. 

Hence, literature and background information of different contexts was considered coherent and 

referred to as part of the social economy. This since in Portugal clear boundaries are missing on the 
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national social economy concepts when compared to other nations (European Commission, 2014). 

The second and third limitations refer to primary data collected. To many organizations, the survey 

was the first introduction to data science, hence people’s later perceptions of the technology may have 

been influenced by the provided concept and examples. In addition, the length of the survey and the 

mandatory nature of all questions may have caused a higher number of neutral answers to the scale 

questions.   

 

7. Conclusion 

The conditions may be favourable for the third sector to implement data science in its daily activities, 

but few are the organizations and experts prepared for its implementation. The lack of resources is 

critical, so the solutions must aim at what impacts the most usage intention of data science. This 

impact may be possible through intermediaries, experienced peers, or even the Government. 

Nonetheless, data science must become a priority for the third sector so it can embrace it. Otherwise, 

there will always be other priority activities that require the allocation of most of the resources. If it 

does not become a priority, the sector will be the third but also the last to embrace a data-driven 

decision-making culture. 
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9. Appendices 

Appendix 1: Interviewees’ list with the correspondent length of the interview 

 

Appendix 2: Interview general script 

1. Project introduction and recording consent 

2. Initial questions: 

a. Please tell about your organization’s activities and mission. 

3. Asses current statues of IT and data science levels: 

a. Does the organization currently have IT infrastructure? Hardware, software, IT team. 

b. Has the organization been having any sort of education on data science? Training, 

workshops. 

4. Assess methods used for impact measurement: 

a. Does the organization have methods to measure its impact? 

b. How is it usually done? 

5. Data within the organization: 

a. Does the organization have data stored? 

b. On whom does the organization have data? Do you consider it to be quality data? 

c. For how long has the organization been storing data? 

d. Do individuals resist to share their data? 

6. Data for Change program: 
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a. What reasons lead the organization to apply for the Data for Change program? 

b. Was there a pre-defined problem seeking for data science solutions? 

c. What were the expectations regarding the impact of the program internal to the 

organization? Organizational culture, structure, management, efficiency. 

d. What were the expectations regarding the impact of the program external to the 

organization? Impact on beneficiaries, mission. 

e. Within the organization, from whom came the idea to participate in the program? 

f. (For non-winners of Data for Change) Even though you did not win the program, do you 

keep seeking for data science integration within the organization?  

7. Affordances and Constraints: 

a. What do you think data science allows the organization to do more? 

b. What do you think data science prevents the organization from doing? 

8. Perceived critical resources, present or missing, for data science implementation: 

a. What does the organization already have to make data science implementation possible? 

b. What is missing for the organization to make data science implementation possible? 

9. Data science implementation: 

a. Is data science implementation a priority to the organization? 

b. Are you aware of the benefits data science may bring to the organization? 

c. Is the perceived effort of data science implementation superior to data science benefits? 

d. Can you see data science applications across several areas? Besides the one looking to 

implement through Data for Change? 

e. What are the greatest challenges to the implementation of data science? 

f. Which of the following resources do you see as more critical to the implementation? 

Time, education, expertise or financial resources? Which one is lacking the most? 
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Appendix 3: Survey to the Portuguese social-good-oriented organizations 



31 

 

 



32 

 

 



33 

 

 



34 

 

 



35 

 

 



36 

 

 



37 

 

 



38 

 

 



39 

 

  



40 

 

 

 

 

  



41 

 

 

  



42 

 

Appendix 4: Items used in estimating UTAUT 

 

Performance Expectancy (Venkatesh et al. 2003) 

Do you see benefits in using Data Science for your organization? 

I see Data Science application in my organization's daily life 

I see benefits of Data Science in the daily life of the organization 

Data Science increases the social impact that the organization has 

Data Science increases the efficiency of the organization 

Investing in Data Science would divert the organization from its main goals 

Effort Expectancy (Venkatesh et al. 2003) 

I see obstacles of Data Science in the daily life of the organization 

Implementing Data Science requires more effort than it brings benefits 

Data Science would involve effort for the organization 

Data Science is easy to understand 

Data Science is easy to work with 

Data Science is an intuitive concept 

Data Science is too complicated to implement 

Social Influence (Venkatesh et al. 2003) 

Similar organizations that already use Data Science influence our intention to use Data Science 

Reference organizations for us influence our intention to use Data Science 

Reference organizations for us encourage our use of Data Science 

Outside people who care about our organization encourage the implementation of Data Science 

Facilitating Conditions (Venkatesh et al. 2003) 

The organization has the necessary financial resources for the implementation of data science 

The organization has the necessary technical resources/expertise for the implementation of data 

science 

Behavioral Intention to use Data Science (Venkatesh et al. 2003) 

The organization intends to use Data Science in the next 2 years 

The organization foresees the use of Data Science in the next 2 years 

The organization plans to use Data Science in the next 2 years 

Attitude toward using Data Science (Venkatesh et al. 2003) 

The organization is interested in the implementation of Data Science 

Data Science is a good idea for the organization 

 

Note: The first four categories are the constructs of the UTAUT (Venkatesh et al. 2003) that are 

expected to influence the last two categories, usage intention and attitude towards a technology. All 

the items were drawn from Venkatesh's Unified Theory of Acceptance and Use of Technology 

(2003). 
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Appendix 5: Qualitative Data Analysis (QDA) - selected codes and respective examples 

 

Code Example (translated) 

DS_new_possibilities 
"We get to know the concrete problem (…) increase the 

donated values" 

DS_challenges 
"Social barrier (…) afraid of asking more information 

from the users" 

DS_limitations 
“I think you have to be very careful in the social area (...) 

(as people) cannot be replaced by technology” 

DM_power_knowledge 
"They (top management) can't see what it (data science) 

is" 

Data_availability "7 years (of data stored)" 

DS_access 
"There is a platform with data for the professionals (…) 

another for the pacients with limited access to data" 

Data4Change 

"(Applied because) there is a lot of information but poorly 

worked (…) do not take the best out of what the program 

can give us" 

IT_infrastructure "IT (team) until now has been fully outsourced" 

IT_team 

“We have the (IT) infrastructure, that are computers (…), 

one server, a personal software and a software in the 

cloud” 

DS_priority "(Not something you pursue actively?) Yes, that's it" 

Resources_available_to_implement "We have the data" 

Resources_lacking_to_implement "There is no money" 

DS_perceived_usefulness 
"(…) automatically make classroom and teacher 

management more efficient" 

DS_perceived_effort 
"It takes a lot of willpower to implement this in the 

institutions" 

Impact_Measurement "We want also to measure the impact" 

 

Note: Codes correspond to labelled topics that were referred to in the 7 interviews with organizations. 

Examples are segments of the conversations transcribed and translated, in the case of conversations 

ran in Portuguese, from the interviews’ recordings. 
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Appendix 6: Variables’ names and respective survey questions 
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Note: There are 98 variables from which 5 were generated automatically by Microsoft Office Forms 

that are omitted from the listing. Being these, ID number, date and time from starting to finishing the 

survey, email and name (no data entrances since the identification was not mandatory). 
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Appendix 7: Scales from survey questions and correspondence with each scale variable 

 

 

 

 

Appendix 8: Scales correspondent to each variable within the survey scale questions 
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Appendix 9: Factor’s Eigenvalues generated in Stata 

 

 

Note: First four values of Eigenvalue correspond to the four selected constructs, clearly standing out 

with values greater than one. 
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Appendix 10: Factor loadings generated in Stata 

 

Note: For clear identification of the items to consider in each of the four factors, the factor loadings 

below 0.3 were not exhibited.  
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Appendix 11: Items from UTAUT (Venkatesh et al. 2003) used in the exploratory factor 

analysis  

 

Statements from UTAUT used in exploratory factor 

analysis (EFA) 
Variable name 

Loading 

factor 

Performance Expectancy (Venkatesh et al. 2003)     

I see Data Science application in my organization's daily life DS_applicable_4ops 0.7478 

I see benefits of Data Science in the daily life of the 

organization DS_beneficial_4ops 0.9261 

Data Science increases the social impact that the organization 

has DS_impact_aug 0.7461 

Data Science increases the efficiency of the organization DS_aug_eff 0.7804 

Investing in Data Science would divert the organization from 

its main goals DS_investment_focus_dev -0.3732 

Effort Expectancy (Venkatesh et al. 2003)     

I see obstacles of Data Science in the daily life of the 

organization DS_obstacles_4ops -0.4302 

Implementing Data Science requires more effort than it brings 

benefits DS_not_optimal -0.4846 

Data Science would involve effort for the organization DS_effort - 

Data Science is easy to understand DS_easy_to_understand 0.7796 

Data Science is easy to work with DS_easy2work 0.8732 

Data Science is an intuitive concept DS_intuitive 0.5683 

Data Sience is too complicated to implement DS_imp_complexity -0.4340 

Social Influence (Venkatesh et al. 2003)     

Similar organizations that already use Data Science influence 

our intention of use Peer_inf_DS_decisions 0.9577 

Reference organizations for us influence our intention to use 

Data Science Peer_ref_inf_DS_decisions 0.9492 

Reference organizations for us encourage our use of Data 

Science Peer_ref_incentivize_DS_use 0.8523 

Outside people who care about our organization encourage 

the implementation of Data Science Peer_ext_incentivize_DS_use 0.6157 

Behavioral Intention to use Data Science (Venkatesh et al. 

2003)     

The organization intends to use Data Science in the next 2 

years IntUse_DS 0.8605 

The organization foresees the use of Data Science in the next 

2 years IntUse_DS_pred 0.9218 

The organization plans to use Data Science in the next 2 years IntUse_DS_plan 0.9086 

Attitude toward using Data Science (Venkatesh et al. 

2003)     



50 

 

The organization is interested in the implemention of Data 

Science Interest_4DS_impl 0.6087 

Data Science is a good idea for the organization DS_good_idea 0.7994 

 

Note: Scales are referred in appendix 7 

 

 

 

Appendix 12: Scale names and respective Cronbach’s alpha generated in Stata 

 

Note: required minimum value of 0.7 (Hair et al. 2014) 
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Appendix 13: Variables used in the multiple regression analysis and corresponding survey 

questions 

 

 

 

 

Appendix 14: Blocks of independent variables used in the multiple regression model 
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Appendix 15: Descriptive Statistics generated from Stata 

 

Binary answers: yes (1), no (0) 
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Scale variables (see appendix 7 for scale’s values) 

Scale questions - Organization 
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Scale questions - IT infrastructure 
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Scale questions- UTAUT questions 
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Scale questions - Data science as priority 

 

Scale questions - Data Routines (e.g. collection, usage) 
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Appendix 16: Summarized results of multiple regression models generated from Stata – block 

residual 

 

 

 

Appendix 17: Linear regressions with blocks addition from multiple regression model 

generated from Stata  

 

Block 1 
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Block 2 added 
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Block 3 added 
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Block 4 added 

 

 


