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Abstract

In an increasingly data rich environment, factor models have become the workhorse
approach for modelling and forecasting purposes. However, factors are non-observable and
have to be estimated. In particular, the space spanned by the unknown factors is typically
estimated via principal components. Herein, it is proposed a novel procedure to estimate
the factor space resorting to a wavelet based multiscale principal component analysis.
Through a Monte Carlo simulation study, it is shown that such an approach allows
to improve both factor model estimation and forecasting performance. In the empirical
application, one illustrates its usefulness for forecasting GDP growth and in�ation in the
United States.
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1. Introduction

In an increasingly data-rich environment, factor models have become one of

the most popular forecasting tools in the literature and among practitioners in

central banks and international institutions

In fact, there is by now a huge strand of literature using factor models

to forecast macroeconomic variables, namely GDP growth and in�ation. See

Stock and Watson (1999, 2002a), Banerjee and Marcellino (2006), Giannone,

Reichlin and Small (2008) for the United States, Marcellino, Stock and Watson

(2003), Camba-Méndez and Kapetanios (2005), Angelini et al. (2011) for the

euro area, Artis, Banerjee and Marcellino (2005) for the United Kingdom,

Barhoumi, Darné and Ferrara (2010, 2013) for France, Schumacher (2007, 2010)

and Schumacher and Breitung (2008) for Germany, Runstler et al. (2009) for

several european countries, among many others.

Typically, the factors in such forecasting models are estimated via principal

components analysis. Such an approach draws on the work by Stock and

Watson (1998, 2002b) and Bai and Ng (2002) who have shown that the

principal components are consistent estimators of the true latent factors

when the cross-section dimension and the number of observations tend to

in�nity. Moreover, feasible forecasts, constructed using the estimated factors

and estimated parameters, are shown to be asymptotically e�cient.

However, the �nite sample performance of the principal components

estimator worsens when the relative explanatory power of the factors

decreases vis-à-vis the idiosyncratic components. Intuitively, when the relative

importance of the idiosyncratic term increases, it becomes more di�cult to

distinguish the common from the idiosyncratic component. Based on Monte

Carlo evidence, Boivin and Ng (2006) and Bai and Ng (2008) show that the

estimated factors and forecasts are negatively a�ected by decreasing the relative

importance of the common component. Such �ndings have been reinforced

by the theoretical results concerning the �nite sample properties of the

principal components estimator, within a weakly in�uential factor asymptotics

framework, as provided by Johnstone and Lu (2009) and Onatski (2012).

To cope with the above mentioned issue, we suggest a wavelet-based

approach. Although wavelet analysis has been developed in other �elds, such

an approach has already proved to be useful in economics and �nance. See,

for instance, the pioneer work of Ramsey and Zhang (1996, 1997) and Ramsey

and Lampart (1998a,b)). Recent applications of wavelets in the literature can
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be found in Aguiar-Conraria and Soares (2011a, 2011b, 2014), Gallegati (2008,

2012, 2014), Gallegati et al. (2011, 2014), Rua (2010, 2011, 2012), Rua and

Nunes (2009, 2012), among others (see Crowley (2007) for a survey).

In particular, we resort to a wavelet-based multiscale principal components

analysis to improve factor model estimation and forecasting performance.

Multiscale principal components analysis has been initially proposed by Bakshi

(1998) for multivariate statistical process control. The multiscale principal

components analysis is a generalisation of principal components analysis and

involves decomposing each variable on a selected family of wavelets. A principal

components analysis is conducted independently at each scale and combined

in an e�cient scale-recursive way to yield the multiscale model. Hence,

multiscale principal components analysis harvest the bene�ts of both principal

components and wavelet analysis. On the one hand, the relationship between

the variables is decorrelated by principal components while, on the other hand,

each variable is decorrelated by the wavelet decomposition.

Herein, we show how one can take advantage of the multiscale principal

components analysis to enhance the estimation of the space spanned by the true

latent factors and to improve factor model forecasting behaviour. We provide

a Monte Carlo simulation study to assess the suggested approach and we �nd

that it delivers noteworthy gains vis-à-vis the principal components estimator.

Furthermore, to illustrate the empirical usefulness of the suggested wavelet-

based multivariate multiscale principal components approach, we assess its

performance for forecasting GDP growth and in�ation in the United States.

Drawing on the large dataset compiled by Stock and Watson (2012), we

�nd that the proposed approach outperforms signi�cantly the factor model

advocated therein which relies on principal components.

The paper is organized as follows. In section 2, the wavelet multiscale

decomposition is overviewed and the multiscale principal components analysis

is discussed. In section 3, the design of the Monte Carlo exercise is described and

the corresponding simulation results are reported. In section 4, the empirical

application is conducted by forecasting GDP growth and in�ation in the United

States and the results of the out-of-sample forecasting exercise are presented.

Finally, section 5 concludes.
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2. A wavelet-based multiscale approach

2.1. From wavelets to multiscale decomposition

The term wavelet denotes a small wave. The wave refers to the condition that

this function ψ(.) is oscillatory. The smallness refers to the condition that it is

of �nite length, that is, compactly supported. Thus, a wavelet should satisfy

two basic properties namely the integral of ψ(.) is zero,∫
ψ(t)dt = 0 (1)

that is, the average value of the wavelet in the time domain must be zero; and

the square of ψ(.) integrates to unity,∫
ψ2(t)dt = 1 (2)

which means that ψ(.) is limited to an interval of time. Although it departs from

zero for a limited interval of time, the excursions above zero must cancel out

with the excursions below zero. Thus, a wavelet is any function that integrates

to zero and is square integrable.1

The wavelet transform decomposes a time series in terms of some basis

functions, the wavelets, analogous to the use of sines and cosines in Fourier

analysis. Wavelets are a family of basis functions ψτ,s(t) that are localized in

both time and frequency and are obtained by translation and dilation of the

mother wavelet ψ(t) as

ψτ,s(t) =
1√
s
ψ

(
t− τ
s

)
(3)

where τ determines the time position (translation parameter), s is the scale

(dilation parameter) and 1√
s
is for energy normalization across the di�erent

scales (‖ψτ,s‖2 = ‖ψ‖2).

1. In addition, it should also satisfy the so-called admissibility condition,

0 <

∫ +∞

0

∣∣∣ψ̂(ω)∣∣∣2
ω

dω < +∞

where ψ̂(ω) is the Fourier transform of ψ(t), that is, ψ̂(ω) =
∫+∞
−∞ ψ(t)e−iωτdt, so as to

allow for the reconstruction of the time series without loss of information.
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The Discrete Wavelet Transform (DWT) involves the discretization of the

translation and dilation parameters (see, for example, Percival and Walden

(2000)). In particular, these parameters are discretized dyadically as s = 2−j

and τ = 2−jk. Any time series x(t) can be decomposed as a weighted sum of

dyadically discretized orthonormal basis functions as

x(t) =
∑
k

d1,kψ1,k(t) + · · ·+
∑
k

dJ,kψJ,k(t) +
∑
k

aJ,kϕJ,k(t) (4)

where J is the number scales, dj,k is the detail coe�cient at scale j and

location k whereas aJ,k is the scaling function coe�cient at the coarsest

scale J and location k. The terms
∑
k dj,kψj,k(t) for j = 1, 2, ..., J and∑

k aJ,kϕJ,k(t) represent the detail and smooth components, respectively. The

wavelet transform coe�cients are given by2

dj,k =

∫
x(t)ψj,k(t)dt j = 1, 2, ..., J (5)

aJ,k =

∫
x(t)ϕJ,k(t)dt (6)

where

ψj,k(t) = 2−j/2ψ
(
2−jt− k

)
j = 1, 2, ..., J (7)

ϕJ,k(t) = 2−J/2ϕ
(
2−J t− k

)
(8)

The scaling function or father wavelet ϕ(.) captures the low frequency content

of the series that is not captured by wavelets at the corresponding or �ner

scales.

For a given familiy of wavelets, e�cient methods to compute the wavelet

decomposition are based on the convolution of the time series with the

corresponding wavelet �lter H and scaling �lter G (see, for example, Percival

and Walden (2000)). Thus the coe�cients can be obtained by

dj = Hjx (9)

aj = Gjx (10)

2. When the number of observations, T , is divisible by 2J there are T/2j dj,k coe�cients

at scale j = 1, ..., J − 1, while at scale J there are T/2J dJ,k coe�cients and T/2J aJ,k
coe�cients. In total, there are T wavelet coe�cients, that is, T = T/21 + T/22 + ... +

T/2J−1 + T/2J + T/2J .
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where x denotes the data vector, dj is the vector of detail coe�cients at

scale j, Hj is obtained by applying the G �lter j − 1 times and the �lter

H once, aj is the vector of scaling coe�cients at scale j and Gj is obtained by

applying the G �lter j times. Hence, the DWT is implemented via the Mallat

pyramid algorithm where in the �rst stage it consists in transforming x into

�rst level wavelet coe�cients d1 and �rst level scaling coe�cients a1. In the

second stage, it transforms the vector a1 into the second level details d2 and

second level scaling coe�cients a2 and so on. This means that at the jth stage

(for j = 2, ..., J) the vector aj−1 is transformed, likewise x in the �rst stage, by

applying the �lters H and G to obtain dj and aj . At the end of the J th stage

one can form the DWT coe�cient vector as

W =


d1

...

dJ

aJ

 (11)

One can also write

W =Wx (12)

where W is T × T real valued orthonormal matrix de�ning the DWT and

satisfying W ′W = I (T × T identity matrix). Hence, from (9)-(12),

W =


H1

...

HJ

GJ

 (13)

Based on (12) one can write

x =W ′W (14)

and drawing on the orthonormality of W one can show that
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‖x‖2 = x′x

=
(
W ′W

)′ (W ′W)
=

(
H′1d1 + ...+ H′JdJ + G′JaJ

)′ (
H′1d1 + ...+ H′JdJ + G′JaJ

)
=

(
d′1H1 + ...+ d′JHJ + a′JGJ

) (
H′1d1 + ...+ H′JdJ + G′JaJ

)
= d′1d1 + ...+ d′JdJ + a′JaJ

= ‖d1‖2 + ...+ ‖dJ‖2 + ‖aJ‖2 (15)

Equation (15) implies that the DWT is a energy preserving transformation

allowing to decompose the variance of x on a scale-by-scale basis. This is a key

a feature which has been exploited by Fan and Gençay (2010) to distinguish

between a white noise and a unit root process. As discussed by Fan and

Gençay (2010), a white noise process has more energy at the lowest scale detail

coe�cients d1 while declining towards the highest scale. In contrast, in the

case of a unit root process the energy is basically concentrated in the scaling

coe�cients aJ . Hence, a more (less) persistent series has more (less) energy at

higher scales and less (more) at lower scales. We will also take advantage of this

feature here and show how it can be used to improve factor model estimation.

2.2. Multiscale principal components analysis

In the previous section, we considered the case of a single series x. Now, let X

denote a data matrix T ×N . Suppose that one applies the DWT to X, that

is, WX. Firstly, one should note that the variance-covariance matrix of WX is

the same as that of X since

‖WX‖2 = (WX)′WX = X′W ′WX = X′X = ‖X‖2 (16)

An important implication of this result is that for principal component analysis,

focusing on WX or X does not change the analysis. In fact, (16) implies that

the loadings obtained with principal components of X and WX are identical.

Moreover, the principal components of WX are the wavelet transform of the

the principal components of X. To see this, let Z be the principal components

matrix of X and A the corresponding loadings matrix, then

X = ZA′ ⇔WX = (WZ)A′ (17)
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By extending the proof of (15) to the multivariate case and making use of

(9) and (10) it can also be shown that

‖WX‖2 = ‖H1X‖2 + . . .+ ‖HJX‖2 + ‖GJX‖2 (18)

The above results are key to the subsequent analysis. Not only the variance-

covariance of the wavelet transform is the same of the original data matrix but

one can also decompose it terms of the contribution at multiple scales. Such

a result allows one to conduct a principal component analysis at each scale

independently of the other scales.

This leads to the so-called multiscale principal component analysis (as

initially proposed by Bakshi (1998)). It consists in the following steps. First,

the DWT is performed for each column of X which produces the matrices

D1, ...,DJ containing the detail coe�cients and AJ containing the scaling

coe�cients. For each scale, one selects the appropriate number of principal

components or surpress the detail j. Then, reconstruct a new matrix X̃

containing the main features of the original matrix X. Finally, perform the

principal component analysis of X̃. Note that, since, in general, rank(X̃) =

rank(X), the last step is needed to reduce dimensionality. Moreover, if no

dimension reduction is performed at any scale, that is, all principal components

are retained at each scale, then X̃ will be identical to X.

To show how can multiscale principal component analysis enhance factor

model estimation let us consider the following factor structure in matrix form

as3

X = FΛ′ + e (19)

where F is the T × r matrix of non-observable factors, Λ is the N × r matrix

of (unknown) factor loadings and e is the T ×N matrix of idiosyncratic errors.

When both N →∞ and T →∞, Stock and Watson (1998, 2002b), Bai and Ng

(2002), Bai (2003) and Amengual and Watson (2007) have shown that, under

slightly di�erent sets of assumptions regarding the data generating processes of

3. Without loss of generality, we consider the factor model within the static framework. A

dynamic factor model with q factors can be written as a static factor model with r factors,

where r is �nite. Key results regarding dynamic factor models with large datasets can be

found in Forni et al. (2000, 2004, 2005).
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the factors and the idiosyncratic components4, the space spanned by the true

factors can be consistently estimated via the �rst principal components.

However, the �nite sample performance of the principal components

estimator deteriorates when the explanatory power of the factors decreases

vis-à-vis the explanatory power of the idiosyncratic errors. Based on a Monte

Carlo analysis, Boivin and Ng (2006) and Bai and Ng (2008), show that the

factor estimates and forecasts are adversely a�ected by decreasing the relative

importance of the common component. Intuitively, when the importance of the

idiosyncratic error is magni�ed, it becomes harder to disentangle the common

from the idiosyncratic component in the data. This issue has been futher

investigated within a weakly in�uential factor asymptotics framework to assess

the �nite sample properties of the principal components estimator in a context

of a relatively weak explanatory power of the factors. Johnstone and Lu (2009)

show the inconsistency of the principal components estimator for the one-factor

model with i.i.d Gaussian factor and i.i.d. Gaussian idiosyncratic terms while

Onatski (2012) extends the �ndings to more general dynamics.

The above discussion suggests that a possible way to improve the

performance of the principal components estimator consists in downweighting

the noise. As mentioned earlier, when discussing the multiscale decomposition

of a time series, the noise tends to be re�ected, to a larger extent, at the lowest

scale. On the other hand, factors are typically smooth and are therefore better

captured by the scaling function. Hence, to improve factor model estimation,

we suggest to surpress the lowest detail components of X while retaining the

�rst principal components extracted at higher scales. In other words, since at

the lowest scale the signal-to-noise ratio is expected to be very low one can

surpress it without loosing too much information while avoiding the problem

of estimating via principal components in a context of weak factors. The data

at the lowest scale should be basically uniformative for the factor structure.

At higher scales, by retaining the �rst principal components on scale-by-scale

basis it allows to be more sensitive to scale-varying signal features and can

potentially enhance factor model estimation and forecasting.

4. The typical assumptions allow for some heteroskedasticity and limited dependence of

the idiosyncratic components in both the time and cross-section dimensions, as well as for

moderate correlation between the latter and the factors.
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3. A Monte Carlo study

In this section, we conduct a Monte Carlo simulation study to support the

above suggested approach.

3.1. The setup

Let us de�ne a factor model with a data generating process given by

xit =
r∑
j=1

Λijfjt + eit (20)

with i = 1, ...,N and t = 1, ..., T or simply in vector notation

Xt = ΛFt + et (21)

for t = 1, ..., T ,

A(L)Ft = ut (22)

with ut i.i.d. N (0, Ir),

D(L)et = vt (23)

with vt i.i.d. N (0,T ),

Aij(L) =

{
1− a1L− a2L2 if i = j

0 if i 6= j
for i, j = 1, ..., r (24)

where a1 = 2b cos(ϕ) with ϕ ∈ (0, π) and a2 = −b2,

Dij =

{
1− dL if i = j

0 if i 6= j
for i, j = 1, ...,N (25)

Λij i.i.d. N (0, 1) (26)

for i = 1, ...,N , j = 1, ..., r,

Tij = τ |i−j|
(
1− d2

)√
αiαj (27)

for i, j = 1, ...,N and
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αi =
βi

1− βi
1− a2

(1 + a2)
[
(1− a2)2 − a21

] r∑
j=1

Λ2
ij (28)

A similar model has been used, for example, in Stock and Watson (2002b),

Doz et al. (2012) and Pinheiro et al. (2013). Note that, herein we generate

the factors as AR(2) processes in such a way that the resulting factors may

display a cyclical behaviour (see, for example, Bierens (2001) and Castro et al.

(2013)). This is motivated by the body of empirical literature where factors

extracted from macroeconomic datasets are used as business cycle indicators

(see the seminal work of Stock and Watson (1989, 1991, 1993) as well as Forni

et al. (2001), Altissimo et al. (2001), Rua and Nunes (2005), Valle e Azevedo

et al. (2006), Altissimo et al. (2010) among others).

In particular, (24) generates factors with a cyclical pattern of 2π/ϕ time

periods with parameter b controlling for the persistence. In the simulations,

we set ϕ equal to 2π/23 so as to generate a cyclical pattern with the average

duration of post-war US business cycles according to NBER business cycle

dating committee, that is, 23 quarters. As in Doz et al. (2012) simulation study,

we considered a smooth process for the factors and set b equal to 0.9.

As regards the idiosyncratic components, the model allows a limited cross-

correlation as T is a Toeplitz matrix with the parameter τ controlling for the

degree of cross-correlation. The dynamics of the idiosyncratic components is

governed by an AR(1) process with autoregressive parameter d. For the time

being, we set τ = 0 and d = 0 (see also Doz et al. (2012)).

The parameter βi corresponds to the ratio between the variance of the

idiosyncratic component eit and the variance of the corresponding variable xit.

This parameter controls for the relative importance between the common and

the idiosyncratic components. As found for the US dataset considered by Stock

and Watson (2012), we set this ratio equal to 0.6 with the number of factors r

equal to 5.

In the case of the wavelet-based multiscale approach, we consider a

Daubechies wavelet �lter of length 4 and J = 1 as in Fan and Gençay (2010).

Hence, we obtain two components namely a detail and a smooth component,

and corresponding coe�cients, D1 and A1. As mentioned earlier, the suggested

approach involves surpressing the lowest detail while computing the �rst r

principal components for the highest scale and �nally retaining r factors from

the corresponding reconstructed data matrix.
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Several measures are computed for the comparison between the standard

principal components estimator and the multiscale approach and the results

are based on 1000 sample draws. Following Stock and Watson (2002b), Doz et

al. (2012) and Pinheiro et al. (2013) we compute the trace R2 as

R2
F,F̂

=

Ê

[
tr

(
F′F̂

(
F̂′F̂

)−1
F̂′F

)]
Ê [tr (F′F)]

(29)

where Ê [.] denotes the expectation estimated by averaging the relevant statistic

over the 1000 draws and F̂ are the estimated factors. This statistic is a measure

of �t of the multivariate regression of the true factors on the estimated factors,

and is commonly used because the factors are identi�ed only up to a rotation. A

value higher and closer to one denotes a better estimation of the space spanned

by the true factors.

Besides assessing the improvement in terms of the estimation of the factor

space, we also evaluate the potential forecasting gains that might result from

the suggested wavelet-based multiscale approach. Hence, similarly to Stock and

Watson (2002b), we consider the scalar variable to be forecasted as generated

by

yt+1 = β′Ft + εt+1 (30)

where β is a r × 1 vector of 1s and εt+1 i.i.d. N (0, 1) and independent of the

other errors in the above speci�ed factor model. The out-of-sample forecast is

given by ŷt+1|T =
∑r
j=1 β̂j f̂jt where β̂ are the OLS coe�cients in the regression

of yt+1 onto f̂jt, j = 1, ..., r, t= 1, ..., T − 1 and f̂jt denote the estimated factors

either via principal components or via the wavelet-based multiscale approach.

The mean squared forecast error (MSFE) is computed for both approaches.

3.2. Simulation results

Let us consider di�erent sizes for the cross-section and sample length (N,

T = 25, 50, 75, 100, 150, 200). The simulation results are presented in Table

1. In particular, we report the trace R2 for the wavelet-based multiscale

principal components (R2
WMSPC), the relative trace R

2 (R2
WMSPC/R

2
PC) and

the relative MSFE (MSFEWMSPC/MSFEPC) between the two approaches.
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N = 25 N = 50 N = 75 N = 100 N = 150 N = 200

R2
WMSPC

T = 25 0.72 0.75 0.77 0.77 0.78 0.77
T = 50 0.79 0.84 0.86 0.87 0.88 0.88
T = 75 0.81 0.87 0.89 0.90 0.91 0.92
T = 100 0.82 0.88 0.91 0.92 0.93 0.93
T = 150 0.83 0.90 0.92 0.93 0.94 0.95
T = 200 0.84 0.90 0.93 0.94 0.95 0.96

R2
WMSPC/R

2
PC

T = 25 1.09 1.05 1.04 1.03 1.02 1.01
T = 50 1.12 1.07 1.05 1.03 1.02 1.02
T = 75 1.13 1.07 1.05 1.03 1.02 1.02
T = 100 1.14 1.07 1.05 1.03 1.02 1.02
T = 150 1.14 1.07 1.05 1.03 1.02 1.02
T = 200 1.14 1.07 1.05 1.03 1.02 1.02

MSFEWMSPC/MSFEPC
T = 25 0.69 0.82 0.84 0.86 0.86 0.90
T = 50 0.76 0.78 0.84 0.87 0.91 0.92
T = 75 0.72 0.78 0.82 0.84 0.90 0.94
T = 100 0.77 0.82 0.86 0.91 0.94 0.95
T = 150 0.79 0.83 0.84 0.90 0.93 0.91
T = 200 0.77 0.83 0.87 0.89 0.95 0.96

Table 1. Monte Carlo results

Firstly, as the size of the cross-section and sample length increase, the

trace R2 for the wavelet-based multiscale principal components increases while

approaching one when both N and T are large. Even for small N and T , the

trace R2 is relatively high. More importantly, the trace R2 of wavelet-based

multiscale approach is always higher than that of principal components for allN

and T considered, as R2
WMSPC/R

2
PC is always above one. That is, the wavelet-

based multiscale approach delivers a better estimation of the space spanned by

the true factors whatever the size of the cross-section and sample length. One

should note that the gains vary depending on N and T . In particular, the

relative improvement over the principal components estimator, in terms of the

trace R2, is higher for small N attaining up to 14 per cent. As one increases N

the gains decrease but even for very large N and T one still records a gain of

around 2 per cent.

On top of the previous �ndings, the wavelet-based multiscale approach also

leads to noteworthy forecasting gains vis-à-vis principal components with the

ratioMSFEWMSPC/MSFEPC being below one for allN and T . In particular,
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the forecasting improvement is higher for smaller datasets with the gains

reaching more than 30 per cent. Note that, even for relatively large datasets

the gains are substantial ranging from more than 20 per cent up to 10 per

cent in most cases. Overall, the simulation results highlight the usefulness of

the suggested approach for the estimation of the factor space and for factor-

augmented forecasting.

N = 25 N = 50 N = 75 N = 100 N = 150 N = 200

R2
WMSPC

T = 25 0.75 0.76 0.77 0.77 0.78 0.78
T = 50 0.81 0.85 0.87 0.88 0.88 0.88
T = 75 0.83 0.89 0.90 0.91 0.92 0.92
T = 100 0.84 0.90 0.92 0.93 0.93 0.94
T = 150 0.85 0.92 0.94 0.94 0.95 0.96
T = 200 0.86 0.92 0.94 0.95 0.96 0.96

R2
WMSPC/R

2
PC

T = 25 1.07 1.04 1.03 1.02 1.01 1.01
T = 50 1.10 1.05 1.03 1.02 1.01 1.01
T = 75 1.12 1.06 1.03 1.02 1.01 1.01
T = 100 1.12 1.05 1.03 1.02 1.01 1.01
T = 150 1.13 1.05 1.03 1.02 1.01 1.01
T = 200 1.13 1.05 1.03 1.02 1.01 1.01

MSFEWMSPC/MSFEPC
T = 25 0.75 0.83 0.88 0.88 0.89 0.89
T = 50 0.79 0.84 0.87 0.87 0.91 0.94
T = 75 0.72 0.75 0.87 0.90 0.89 0.97
T = 100 0.78 0.85 0.89 0.90 0.96 0.95
T = 150 0.78 0.85 0.89 0.91 0.95 0.97
T = 200 0.77 0.86 0.89 0.92 0.95 0.97

Table 2. Monte Carlo results with heteroskedastic idiosyncratic components

As a sensitivity analysis, we relax the assumption of homoskedastic

idiosyncratic components. As in Doz et al. (2012) and Pinheiro et al. (2013),

we consider heteroskedastic idiosyncratic components by setting βi i.i.d.

U([0.1, 0.9]). From the results presented in Table 2, one can conclude that the

above �ndings are basically unchanged. In Table 3, we present the simulation

results allowing for moderate serial correlation and cross-correlation among

idiosyncratic components by setting τ = 0.5 and d = 0.5 (see Doz et al. (2012))

departing from the exact factor model. Although, in general, the trace R2

is slightly lower and both the estimation and forecasting gains are smaller,



15 A wavelet-based multivariate multiscale approach for forecasting

the wavelet-based approach continues to outperfom the principal components

approach.

N = 25 N = 50 N = 75 N = 100 N = 150 N = 200

R2
WMSPC

T = 25 0.73 0.76 0.77 0.77 0.78 0.77
T = 50 0.76 0.82 0.84 0.85 0.87 0.87
T = 75 0.75 0.83 0.86 0.88 0.90 0.91
T = 100 0.73 0.83 0.87 0.89 0.91 0.92
T = 150 0.72 0.84 0.89 0.91 0.93 0.94
T = 200 0.72 0.85 0.89 0.92 0.94 0.94

R2
WMSPC/R

2
PC

T = 25 1.04 1.02 1.01 1.01 1.00 1.00
T = 50 1.05 1.03 1.02 1.01 1.01 1.00
T = 75 1.06 1.03 1.02 1.01 1.01 1.00
T = 100 1.07 1.04 1.02 1.01 1.01 1.01
T = 150 1.08 1.04 1.02 1.01 1.01 1.01
T = 200 1.09 1.04 1.02 1.02 1.01 1.01

MSFEWMSPC/MSFEPC
T = 25 0.81 0.95 0.98 0.97 0.99 1.01
T = 50 0.93 0.91 0.95 0.96 0.99 0.97
T = 75 0.88 0.89 0.94 0.93 0.96 0.99
T = 100 0.89 0.93 0.94 0.97 0.97 0.98
T = 150 0.89 0.93 0.92 0.95 0.97 0.97
T = 200 0.86 0.91 0.92 0.94 0.97 0.98

Table 3. Monte Carlo results with serial and cross-correlation in the idiosyncratic
components

4. Forecasting US GDP growth and in�ation

To illustrate the empirical usefulness of the suggested wavelet-based

multivariate multiscale principal components approach, we evaluate its

performance for forecasting GDP growth and in�ation in the United States.

4.1. Data

In particular, we resort to the large dataset of Stock and Watson (2012)

which comprises 143 quarterly series for the United States spanning 49

years, from 1960 up to 2008. This macro dataset includes GDP and its
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components, industrial production and capacity utilization, employment and

hours, unemployment, housing starts, inventories and new orders, consumer

prices and commodity prices, hourly earnings and unit labor costs, interest

rates and spreads, monetary aggregates, exchange rates, stock prices and

consumer expectations. As described in Stock and Watson (2012), the series

are transformed by taking logarithms and/or di�erencing. In particular, �rst

di�erences of logarithms are used for real variables, �rst di�erences are used

for nominal interest rates and second di�erences of logarithms for prices. See

Stock and Watson (2012) for a detailed list and further details on the series.

4.2. Design of the exercise

Based on the above mentioned dataset, Stock and Watson (2012) conduct

an empirical comparison of various forecasting methods designed for a large

number of predictors. They �nd that factor model forecasts using the �rst

�ve principal components as predictors outperform all the alternative methods.

Hence, this evidence suggests setting such a forecasting model as the benchmark

to beat.

The factor model to be considered to forecast y is based on the least squares

estimation of equation

yt+h = β0 +
r∑
j=1

βj f̂jt +

p∑
i=1

γiyt+1−i + εt+h (t = p, · · · , T − h) (31)

where yt+h denote the variable to be forecasted with a forecasting horizon of h

periods. In the case of GDP, yt+h is the h-period growth whereas for in�ation,

yt+h is the h-period change in in�ation. Regarding the factors, we set r equal

to �ve as in Stock and Watson (2012) with f̂jt denoting the estimated factors

either via principal components or via the wavelet-based multiscale approach.5

As usual, the number p of autoregressive terms is determined by the standard

BIC criterion.

We consider several forecasting horizons namely h = 1, ..., 8 and the out-of-

sample period runs from 1985Q1 up to 2008Q4 as in Stock and Watson (2012)

5. As mentioned in Stock and Watson (2012), of the 143 series in the dataset, 34 are

high-level aggregates that are related by an identity to subaggregates in the dataset. Since

including these higher-level aggregates does not add information, we also only use the 109

lower-level disaggregated series to compute principal components.
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which corresponds to about half of the sample size. The h-step ahead forecasts

for the variable y are obtained via a recursive forecasting exercise with recursive

factor estimation, parameter estimation, model selection, and so forth.

The forecasting performance is evaluated by comparing the MSFE. In

particular, we report the relative MSFE (MSFEWMSPC/MSFEPC) between

the two approaches. To reinforce the �ndings, we assess the statistical

signi�cance of the forecasting gains by computing the Harvey et al. (1997)

modi�ed version of the Diebold and Mariano (1995) test.

4.3. Empirical results

In Table 4, we present the results for GDP growth and for both in�ation

and core in�ation, based on the CPI all items and CPI excluding food

and energy, respectively. The entries in the table correspond to the relative

MSFE between the wavelet multiscale principal components approach and the

standard principal components. Hence, a ratio lower than one means that the

former outperforms the latter. In the case of the wavelet-based approach, as in

the Monte Carlo study, we consider J = 1 and surpress the lowest detail while

computing the �rst r principal components for the highest scale and retaining

r factors from the corresponding reconstructed data matrix.6

Horizon GDP growth In�ation Core in�ation
h = 1 0.90 1.05 0.76***
h = 2 0.78 0.98 0.65***
h = 3 0.81 0.91* 0.64***
h = 4 0.80* 0.98 0.66***
h = 5 0.73** 0.94 0.66***
h = 6 0.71** 0.88 0.64***
h = 7 0.73** 0.92 0.68**
h = 8 0.72** 0.78 0.70**

Table 4. Out-of-sample forecasting evaluation

Note: The entries in the table denote the relative MSFE between the wavelet-based
and principal components approach. The *,**,*** denote statistical signi�cance of the
forecasting gains at the 10, 5 and 1 per cent signi�cance levels respectively.

6. In addition, we considered the case of J > 1 with the number of factors determined on

a scale-by-scale basis but the forecasting performance, in overall terms, does not improve

over the case where J = 1.
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Overall, one can see that for almost all variables and forecasting horizons,

the wavelet based approach improves on the factor model based on standard

principal components. Although the relative gains seem to be a bit lower for the

one-quarter ahead horizon, in most cases one obtains noteworthy forecasting

improvements. In particular, for GDP growth the gains attained are, on average,

more than 20 per cent and near 30 per cent in some horizons. Even for the one-

quarter ahead forecasts, where the improvement is the lowest, one obtains a 10

per cent gain. In the case of in�ation, the ratio is, in general, lower than one but

the magnitude of the gains are smaller and only around 10 per cent, on average.

However, when one focus on core in�ation, the forecasting improvements are

striking reaching more than 30 per cent, on average. The gains range from

24 per cent for one-quarter ahead forecasts up to 36 per cent. These �ndings

clearly support empirically the wavelet-based multiscale approach.

In the above forecasting exercise, we discarded the lowest detail by selecting

no principal components at the lowest scale and set the number of factors

to be retained informed by the work of Stock and Watson (2012). However,

in practice, the number of factors to be considered is usually not known. To

assess how one can cope with such a practical issue, we resort to the recently

proposed criterion by Onatski (2010) which determines the number of factors

based on the empirical distribution of the eigenvalues. Several reasons support

the use of this criterion. On the one hand, Onatski (2010) shows that this

criterion performs the best among a set of alternative criteria suggested in the

literature, including the well-known Bai and Ng (2002) criteria. On the other

hand, this criterion is particularly suitable in a context of weakly in�uential

factors as shown by Onatski (2012). This is quite relevant in our case given

that, as discussed earlier, one expects the explanatory power of the factors to

be relatively small namely at the lowest scale.

Drawing on the above criterion, we �nd that no factors are selected at

the lowest scale while the number of factors for the highest scale and for

the reconstructed data is two. Note that the �rst �nding provides additional

empirical cross-validation for the above suggested procedure of surpressing the

lowest detail whereas the fact that only two factors are retained is in line

with the results of Onatski (2012) using US data. In Table 5, we present the

corresponding relative forecasting behaviour.
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Horizon GDP growth In�ation Core in�ation
h = 1 1.00 1.01 0.70***
h = 2 0.88 0.99 0.63**
h = 3 0.84 0.96 0.63**
h = 4 0.83 1.05 0.63**
h = 5 0.77 0.95 0.49**
h = 6 0.81 0.84 0.40**
h = 7 0.86 0.88 0.44*
h = 8 0.86 0.79 0.45*

Table 5. Out-of-sample forecasting evaluation with criterion determined number of
factors

Note: The entries in the table denote the relative MSFE between the wavelet-based
and principal components approach. The *,**,*** denote statistical signi�cance of the
forecasting gains at the 10, 5 and 1 per cent signi�cance levels respectively.

The results in Tables 4 and 5 are broadly similar from a qualitatively point

of view. As in the previously discussed exercise, we also �nd that for almost

all variables and forecasting horizons, the wavelet based approach improves

the forecasting performance. In particular, in the case of GDP growth, the

forecasting gains are, on average, 15 per cent which is slightly lower than

reported in Table 4. For in�ation, the results are relatively close in overall terms.

Finally, for core in�ation, the improvement is even larger attaining, on average,

45 per cent, and being particularly visible for longer horizons. Hence, even if the

number of factors selected at each scale is determined resorting to a criterion,

the wavelet-based approach continues to deliver noteworthy forecasting gains.

5. Conclusions

In a context of growing data availability, the use of factor models has become

widespread as it allows to take on board large datasets in a intuitive and

parsimonious way. The estimation of the latent factors, which are subsequently

used to obtain factor-augmented forecasts, is usually done via the principal

components technique. Although it consistently estimates the space spanned

by the true factors when the cross-section dimension and the number of

observations tend to in�nity, the �nite sample performance of the principal

components estimator deteriorates substantially when the explanatory power

of the factors decreases vis-à-vis the explanatory power of the idiosyncratic
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errors. Naturally, this impacts negatively on the forecasting performance of

factor models.

Herein, we suggest a wavelet-based approach to cope with the above

mentioned shortcoming. In particular, we propose estimating the factor model

through a wavelet-based multiscale principal components analysis. Such an

approach merges the bene�ts of principal components, which captures the

relationship among the variables, and wavelet analysis, which enhances the

decomposition of each variable dynamics. Based on a Monte Carlo simulation

study, we show that it improves factor model estimation and forecasting

performance.

Furthermore, we apply the suggested procedure to forecast GDP growth and

in�ation in the United States which are key variables for policymaking. We �nd

that the wavelet-based approach delivers noteworthy forecasting gains over a

wide range of forecasting horizons. On average, the forecasting improvement

is more than 20 per cent in the case of GDP growth, around 10 per cent

for in�ation and more than 30 per cent for core in�ation. These �ndings

seem promising and reinforce the usefulness of wavelets to enhance forecasting

performance.
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