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Abstract

We show that credit supply shocks have a strong impact on firm-level as well as aggregate
investment by applying the methodology developed by Amiti and Weinstein (2013) to a
rich dataset of matched bank-firm loans in the Portuguese economy for the period 2005
to 2013. We argue that their decomposition framework can also be used in the presence of
small firms with only one banking relationship as long as they account for a small share of
the total loan volume of their banks. The growth rate of individual loans in our dataset is
decomposed into bank, firm, industry and common shocks. Adverse bank shocks are found
to strongly impair firm-level investment, particularly in small firms and in those with no
access to alternative financing sources. For the economy as a whole, granular shocks in
the banking system account for around 20-40% of aggregate investment dynamics.
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1. Introduction

Assessing the impact of bank shocks on the real economy has increasingly
gained in importance since the 2008 international financial crisis and the
subsequent sovereign debt and banking crises in several European countries.
In particular, persistently weak investment in front of a backdrop of low
bank lending in euro area economies has been a major concern (European
Central Bank 2014; Task Force of the Monetary Policy Committee of the ESCB
2015). Although credit dynamics are generally thought to be an important
determinant of macroeconomic fluctuations (e.g. Bernanke and Gertler (1995)
and Ashcraft (2005)), identifying the origin of variations in credit is hard since
the total loan volume in an economy is a function of both credit demand and
credit supply.

While initial contributions to identify credit supply shocks were based on
aggregate data (e.g. Rosengren and Peek (2000)), more recent studies have
made use of the increasing availability of matched bank-firm loan datasets.!
These micro-level studies exploit the across-bank variation of an exogenous
event affecting bank lending as well as the fact that firms obtain their
loans from different credit institutions (Amiti and Weinstein 2011; Chava
and Purnanandam 2011; Jimenez et al. 2012; Schnabl 2012; Chodorow-Reich
2014; Iyer et al. 2014; Miyakawa et al. 2015; Dwenger et al. 2015; Kaoru
et al. 2015; Paravisini et al. 2015). For example, Khwaja and Mian (2008)
use the withdrawal of deposits after the suspension of exchange rate liquidity
by the IMF following nuclear tests in Pakistan in 1998 in order to quantify the
effect of bank credit supply shocks on the borrowing of firms with different
characteristics. The main obstacle for applying the previous approaches to
other countries is the difficulty of finding suitable instruments to identify credit
supply shocks. Even if these instruments are available, the analysis is usually
limited to studying one particular episode. Another shortcoming is that while
these studies convincingly address the identification problem at the firm-level,
they remain silent on the aggregate effect of credit supply shocks.

All of the three points above are addressed by the methodology proposed by
Amiti and Weinstein (2013) (henceforth AW), which exploits the variation of
firm borrowing across multiple banks in order to identify credit supply shocks
and imposes an adding-up constraint to assure consistency with loan growth at
the aggregate level. Since the approach by AW does not rely on instrumental
variables, it permits the identification of a wide range of factors affecting bank
credit supply such as bankruptcies, regulatory interventions or trading errors for
every year in the dataset. The methodology yields a complete decomposition of

1. Hosono and Miyakawa (2015) provide a comprehensive survey of the literature on the
identification of adverse shocks to bank lending and their effect on firm activities.
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loan growth rates both at the micro- and macro-level into bank, firm, industry
and common shocks.

Our paper applies the methodology by AW to a unique dataset of
Portuguese firms and banks for the period 2005 to 2013 and contributes to
the literature along three main dimensions. First, AW exclusively focus on the
sample of firms listed in the Japanese stock market consisting mainly of large
firms with multiple banking relationships, which at first sight appears to be a
requirement for the usefulness of the approach. We show that the applicability
of the decomposition framework by AW is much more general and that it can
also be used for samples that are more representative of the population of firms
as a whole, i.e. including a large share of small firms with few bank relationships
(Axtell 2001; Cabral and Mata 2003; Khwaja and Mian 2008). This derives from
the fact that the imposition of an adding-up constraint introduces weights into
the estimation, resulting in bank shocks being identified mainly through lending
relations with larger firms, which account for the major part of the total loan
volume in Portugal. This insight contributes to bridging the gap between micro-
and macro-level analysis since it implies that credit registry datasets in most
countries — which come close to representing the universe of loans in an economy
— should be amenable to the estimation methodology by AW.

Second, we show that credit supply shocks have a strong impact on firm-
level investment in the Portuguese economy over and above aggregate demand
conditions and firm-specific investment opportunities. In addition, we also
consider how the effect of credit supply shocks on investment varies with the
capital structure and size of firms. We find that firms with access to alternative
financing sources are generally less vulnerable to the adverse effect of bank
shocks on investment and partially manage to offset their shortfall of bank
credit by increasing their financing from other sources. Larger firms also appear
to be in a better position to cope with the unfavourable effects of bank shocks
mainly since their banks do not curtail their credit supply as much as for small
firms. Our findings on the mitigating effects of alternative financing sources
and firm size are in line with studies using other identification strategies and /or
focusing on different countries and particular episodes (Khwaja and Mian 2008;
Schnabl 2012; Chodorow-Reich 2014; Iyer et al. 2014; Dwenger et al. 2015;
Paravisini et al. 2015).

Third, we use the macro-level estimates of bank shocks from our
decomposition exercise and show that granular credit supply shocks in the
banking system account for around 20 percent of the variation in aggregate
lending and between 20 to 40 percent of aggregate investment dynamics in
Portugal. The broad coverage of firms in the micro-dataset under consideration
as well as the study of a European economy under financial stress and economic
adjustment, provide strong support for the findings by AW. Our results
contribute to the growing literature on the importance of granular shocks in
accounting for macroeconomic fluctuations. Gabaix (2011) demonstrated that
in the presence of a fat-tailed firm size distribution idiosyncratic shocks to
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individual large firms do not average out in the aggregate and in the United
States explain about one-third of the variation in output growth. Similarly,
granular shocks have also been documented to matter for aggregate sales
volatility, for example in studies exploiting the variation of exports across
destinations (di Giovanni et al. 2014) as well as credit growth in the banking
sector using a methodology different from the one by AW (Bremus et al. 2013).
A related strand of literature has incorporated banks into dynamic stochastic
general equilibrium models (den Heuvel 2008; Gerali et al. 2010; Devereux and
Sutherland 2011; Kollmann et al. 2011; Kollmann 2013). In this new class of
models negative shocks to bank capital trigger a fall in bank credit which leads
to a drop in investment (and output) in line with the results in our study.

The paper is organised as follows. Section 2 outlines the empirical
methodology. Section 3 describes our data sources and the salient features of our
datasets. Section 4 examines the external validity of our bank shock estimates
and investigates their sensitivity to the number of bank relationships. In
addition, we characterise our shock estimates by firm-level variables. Section 5
presents our three sets of results and Section 6 concludes.

2. Empirical Methodology

Our econometric approach is based on the work by AW, who propose to
disentangle loan supply shocks from loan demand shocks in a dataset mainly
consisting of firms with multiple bank relationships by exploiting the variation
of firm borrowing across different banks. Our exposition begins with a general
empirical model capturing the different sources of shocks affecting the bank-
firm lending relationship and we will gradually build up the more aggregate
specification that is used for computing bank shocks in the Portuguese economy
as a whole.

Consider a general class of models in which the growth in lending L ¢y by
bank b to firm f in time ¢ can be decomposed into a firm-borrowing channel
ayf and a bank-lending channel Sy

Ly — Lyp i1

T = ap + Pt + € fots (1)
fb,t—1

where we follow the literature in assuming that the expectation of the error
term is zero, Ele ] = 0. Equation 1 can be derived structurally (Khwaja and
Mian 2008) and its variants have been widely used empirically (Chava and
Purnanandam 2011). The underlying assumption of this class of models is that
firms cannot fully avoid the negative impact of a reduction in loan supply by
its lenders since switching banks is costly, for which there is strong empirical
support (Kim et al. 2003).

The firm-borrowing channel ay; captures all factors affecting borrowing
that are specific to the firm such as firm-level productivity shocks, firm-specific
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changes in investment opportunities, firm-level changes in access to other
financing sources, changes in the credit worthiness of the firm etc. Similarly,
the bank-lending channel 8y comprises all bank-specific factors that result in
a bank to cut back or increase its lending over time. These include factors that
have been used in previous studies to identify bank liquidity shocks such as
exposure to sovereign debt crises (Chava and Purnanandam 2011), the 2008
global financial crisis (Paravisini et al. 2015), natural disasters (Kaoru et al.
2015) and a nuclear test in Pakistan (Khwaja and Mian 2008). Furthermore,
as meticulously documented by AW, there are numerous other events such
as regulatory interventions, computer glitches and idiosyncratic trading errors
which can have non-negligible effects on the loan supply of banks.

In principle, Equation 1 could be estimated directly using a large set of
time-varying bank and firm fixed effects. However, this approach turns out to be
inefficient since it ignores the equilibrium relations that underlie the observed
outcome in the loan market. Banks can only disburse an additional loan if
they find an interested borrower. Correspondingly, firms can only obtain new
credit if there is at least one bank that is willing to lend more. Ignoring these
constraints yields estimates of bank-lending that are very different from the
observed rates of loan growth, which complicates gauging the effect of granular
shocks in the banking sector on macroeconomic outcomes.?

AW propose introducing a set of adding-up constraints that take into
account the equilibrium linkages between banks and firms in the credit market.
On the lender side, banks’ loan growth is expressed as the bank-lending
channel plus the weighted sum of the firm-borrowing channels of its clients
by multiplying both sides of Equation 1 by the lagged share of lending to firm
f5 @fb,t—1 and by summing across all firms

Lyye — Lypp—1 Lypi—1
DB = < f s 5
bt ; Lyt >opLgpi-

=Bt + > Proi10pi+ Y Proi1Efor, (2)
! !

where
Ly

Prot—1 == 57
rbit Zfob,tfl

and Df equals the growth rate of lending of bank b to all of its clients.
Correspondingly, on the borrower side, firms’ loan growth is expressed as the

2. Directly estimating Equation 1 with an unconstrained fixed-effects procedure and using
the estimates in a regression on the actual loan growth of banks results in an R? of 0.01.
Weighting the data by loan volume, improves the fit to 0.21. Using both a weighted regression
and a log specification yields an R? of 0.23, which still leaves the major part of the variation
in the data unexplained. In contrast, the R? is one by construction using the methodology
by AW.
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firm-borrowing channel plus the weighted sum of the bank-lending channels by
multiplying both sides of equation 1 by the lagged share of borrowing from
bank b, 07, ;1 and by summing across all banks

Ly — Ly Loy
DE, = Z( #ot — Lo 1> Fbt—1
>op Lpbi—1

; Lypi—1
=ap+ Y O 1B+ Y Oi1gmm, (3)
b b

where
Lyt
Oppt—1 = Ibt

> Lt

and th equals the growth rate of borrowing of firm f from all of its banks.
Note that both ¢, ;1 and 01 are pre-determined variables, which
allows us to impose the following moment conditions on the data:

E[Z@fb,t—lgfbt} = @ppi-1Elesee] =0,
f f

and

E[Z afb,t—lgfbt} = Z Opt—1E[efoe]) = 0.
b b

This yields the following sets of interlinked equations that need to be fulfilled
by the parameters o y; and [y

Dzﬁ = Bpt + Zsofb,t—1aft, (4)
f
and
Dfy = ap + ngb,t—lﬁbt- (5)

b

For every year equations 4 and 5 comprise a system of F'+ B linear
equations and F'+ B unknowns, which at first sight suggests that the system
has a unique solution. However, since the loan shares by definition sum to
one, >, O¢p = 1 and Zf st = 1, it turns out that the equation system is
under-determined, i.e. it has infinitely many solutions. As long as the bank-
firm loan network consists of a single connected component — which is the
case in our dataset — this means that for any set of (5 and ay; that satisfy
equations 4 and 5, By + k¢ and apy — k¢ is also a solution. Therefore by imposing
one additional constraint standard methods for solving linear equations can be
used to obtain a solution as shown in Appendix A.1. In order to arrive at
economically meaningful parameters, we follow AW and re-express fy; and oy,
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relative to their respective median for every given year as detailed in Appendix
A23

Consequently, each bank’s lending can be exactly decomposed into the
following four terms:

Df — (At + Bt)LB + P, 1Ny + @t_lzat + Bt (6)

where Df’ is the B x 1 vector including the loan growth rates of all individual
banks at time t, (A; + B;) are the median firm and bank shocks, i.e. the common
shock affecting all firm-bank relationships in year t, ¢t g is a B x 1 vector of 1’s,
Ny is the F' x 1 vector containing the median firm shock in each firm’s industry
at time ¢, Ay is the F' x 1 vector capturing the firm shocks affecting borrowing
of individual firms less the median firm shock of the respective industry in
year ¢, By is the B x 1 vector capturing the bank shocks affecting lending of
individual banks less the median bank shock at time ¢, and ®;_4 is the B x F’
matrix containing the weights of each firm in the lending portfolio of every
bank:
Yie - PFIL
@t = : .
$iBt .-+ YPFBt

The first term are common shocks capturing economic forces that affect all
lending-borrowing relationships at the same time such as changes in central
bank interest rates or changes in aggregate demand conditions.* The second
term represents industry shocks which are bank-specific weighted averages of
the median firm shock of each industry that the bank is lending to. They
capture differences in the credit demand of industries and their impact on bank
lending due to differences in their lending portfolio across industries unrelated
to the firm-borrowing channel. Third, the firm shock subsumes all factors
idiosyncratic to the firm that affect loan demand which cannot be attributed
to changes in bank-loan supply. Finally, the last term provides a measure for
bank-supply shocks independent of firm-specific, industry-related and economy-
wide conditions. Note that the elements in By equal the individual bank shocks
minus the supply shock of the median bank in year ¢. Suppose bank b was hit
by a particularly adverse shock to their credit supply of minus 20 percent while
lending in all other banks decreased by only 10 percent. This would, hence,
result in a bank shock of minus 10 percent for bank b in this framework since

3. The over-determinacy of the system of linear equations is analogous to the dummy
variable trap in linear regression analysis. The solution of expressing the set of coefficients
relative to a sample statistic instead of an arbitrarily chosen coefficient also has its
counterparts in the dummy variable literature (Suits 1984; Kennedy 1986).

4. Note that the individual contributions deriving from A; and B; cannot be disentangled
given that for any ki, By + kt and ay; — k¢ are also solutions to the system of equations
under consideration.
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all shocks are always expressed relative to the median bank. Note that while the
bank shock exclusively captures supply-side factors, the firm shock subsumes
both demand-side and other firm-specific factors such as the riskiness of the
firm.

One strength of the framework proposed by AW is that the loan supply
shocks of individual banks can be added up using an appropriate weighting
scheme in order to express aggregate lending as a function of the four types
of shocks described above. Let w{ft be the share of bank b in total lending in
year t and define W2 = [w{,,. .. wp ). Pre-multiplying Equation 6 with whB
allows us to arrive at the following expression for aggregate lending

D, = WtjilDf
= (At'i_Bt)+WtB_l(ﬁt—th+WtB_1(Pt—1At+WtB_1-Bt7 (7)

where D, is the change in aggregate lending. Analogously to Equation 6, the
first term represents the impact of common shocks on aggregate lending. The
second term captures granular industry shocks resulting from certain industries
having larger shares in the total economy than others. The third term is a
granular firm shock deriving from the fact that changes in the credit demand
of large firms have a non-negligible effect on aggregate lending. Finally, the
fourth term is the granular bank shock which subsumes the weighted average of
the credit supply shocks of individual financial institutions. In contrast to the
previous literature (Gabaix 2011), estimation of the shocks does not assume
their independence and the only requirement is that they are not perfectly
correlated.

3. Data and Descriptive Statistics
3.1. Data

The availability of matched bank-firm loan information is essential for
the implementation of the methodology described above. In addition,
another requirement is linking the lender-borrower information with other
characteristics of the firm. The Portuguese credit registry and balance sheet
databases together with the existence of a common firm identifier allow us to
construct a very rich micro-level dataset for Portugal for the period 2005-2013.

The Portuguese Central de Riscos de Crédito (Central Credit Register,
Portuguese acronym: CRC) provides information on credit exposures.
Originally, the purpose of the database was information sharing between
participant institutions in order to improve their credit risk assessment and
management. The database contains monthly information on loans granted to
firms and households, and reporting by all credit institutions is mandatory. For
the better part of the paper, we consider only data for the month of December
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to match the Portuguese tax year and the frequency of the balance sheet data.
In order to perform an additional econometric analysis on aggregate dynamics
we require a larger number of observations and we use data for March, June,
September and December for each year in accordance with the quarterly data
series for the economy as a whole.

One challenge that arises from working with the credit registry data is to
track the identity of banks over time. In particular, banks may go bankrupt and
be restructured, be acquired by or merge with another bank. Whenever any of
these three events occurred in year ¢, we recoded loans in year t — 1 as coming
from the new institution.® For example, if bank 1 was acquired by bank 2 in
year t, bank 2’s loans in year t — 1 would be set equal to the sum of the loans
of bank 1 and bank 2. In order to ensure sufficient observations for estimating
the bank shocks, we excluded credit institutions with less than ten borrowing
relations in both ¢ and ¢ — 1, which dropped 0.02% of the observations. The
number of banks ranges from 163 to 184 depending on the year, with a smaller
number of banks at the end of the sample period.

The balance sheet data for Portuguese firms draws on information reported
under Informag¢ao Empresarial Simplificada (Simplified Corporate Information,
Portuguese acronym: TES). TES is the system through which corporations report
mandatory information to the tax administration and the statistical authorities.
Data is available from 2005 onwards with a very wide coverage of Portuguese
non-financial corporations.® We use information on investment, capital, cash
flow, total sales, number of employees, total borrowings, bank loans, bonds,
loans from associated firms and liabilities towards shareholders (LTS).” We
define investment as the annual difference in capital plus depreciation. As
a proxy for Tobin’s Q of unlisted firms we use the lagged growth rate of
total sales (Whited 2006; Bloom et al. 2007; Kaoru et al. 2015). In 2010
there was a change in the official firm accounting system (from Plano Oficial
de Contas (Official Accounting Plan, Portuguese acronym: POC) to Sistema
de Normalizagao Contabilistica (Normalised Accounting System, Portuguese
acronym: SNC)) which was driven by the need to comply with EU regulations.
This leads to small differences in the definitions of total fixed assets, cash
flow, total borrowings, bonds and borrowing from associated firms which,
however, have a negligible influence on the series under consideration. For the

5. We determine bank mergers and acquisitions in a data-driven manner using the CRC
database and defined these events to occur if at least 80 percent of the total loan volume of
clients from bank b in year ¢ — 1 changed to a new institution in year ¢, and bank b was no
longer present in the database in year ¢.

6. Sectors such as “financial intermediation”, “public administration and defence;
compulsory social security” and “extra-territorial organizations and bodies” as well as sole
proprietorships are not part of IES.

7. Liabilities towards shareholder include profits attributable to shareholders among other
items.
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classification of industries, we use the first two digits of Classificao Portuguesa
de Actividades Econdmicas, Revisio 3 (Portuguese Classification of Economic
Activities Revision 3, Portuguese acronym: CAE-Rev.3) which is based on
NACE Revision 2 resulting in 78 different industries.

We only consider firms whose number of employees was greater than zero
and whose sales and assets were greater than 1000€ in a given year. Similarly,
only loan volumes larger than 50€ were included in the analysis. In order to
limit the effect of outliers, the top and the bottom two and a half percentiles
of each variable used in the regressions were dropped. Finally, only firms with
balance sheet data for three consecutive year can be included in the estimations
due to the data requirements for computing lagged sales growth (data for year
t —1 and t — 2) and investment (data for year ¢t and ¢ — 1). These constraints
leave us with a final sample of a total of 187,628 firms ranging from 77,832 to
103,755 depending on the year. The same sample of firms is used for computing
the bank shocks from the credit registry data. On average our sample represents
59% of total employment and 58% of total sales of the full balance sheet dataset,
or equivalently 43% of the total loan volume of the credit registry data. A large
part of the observations is lost because (a) the balance sheet database does not
cover sole proprietorships which are part of the credit registry database and
(b) not all firms obtain credit from banks and hence are not covered by the
credit registry database while they are included in the balance sheet database.

Quarterly data for the total volume of bank loans to non-financial
corporations was taken from the Statistical Bulletin of Banco de Portugal. The
quarterly investment series for the private sector excluding housing was taken
from the National Accounts by Instituto Nacional de Estatistica (Portuguese
acronym: INE). The aggregate capital stock series was constructed from the
gross investment series using the perpetual inventory method. The depreciation
rate used corresponds to 10 percent in annual terms and accords with the
average rate for Portuguese firms as described in Amador and Soares (2014).
The net investment to capital ratio was computed analogously to the firm-level
equivalent described above.

3.2. Stylised Facts and Aggregate Developments in Portugal

In this section, we first show that investment and loan growth in our sample
provide a good approximation to the corresponding aggregates and then we go
on to highlight some salient features of the credit registry dataset used for the
shock decomposition of loan growth rates.

Figure la shows the path of loan growth in our sample as well as in the
complete CRC database along with the official data for loans by resident banks
to non-financial corporations. For additional detail quarterly instead of annual
series are depicted, which are also used in the econometric analysis in Section
5.3. Overall, the dynamics of the complete CRC series and aggregate loan
growth are very similar which is not surprising given the coverage of the credit



11 The Effect of Bank Shocks on Firm-Level and Aggregate Investment

8 10
16 -
/TN e N :
12 7Y 6 6
7 \
8 A | 5 4
\
. //;vﬁ# N \ o \
g4 3 24 \_ 2
H 2 23 0
o 7 \\\ H =
< “\,Q_ 2 2
N
.
3 7 o K
1 K

5

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2005 2006 2007 2008 2008 2010 2011 2012 2013 2014

Ratio (nacional accounts based, private sector exc. housing)
== =Raioin sample (right axis)

Loan growth in sample
----- Loans by resident banks to non-financial corporations
Loan growth in CRC database

(a) Loan Growth in the Portuguese Econ- (B) Net Investment-Capital Ratio
omy

Ficure 1: Comparison of Macro and Micro Data Series

registry database. Loan growth in our sample also shows a very similar pattern
and only diverges slightly from the other two series at the beginning and at the
end of the time period. In general, loan growth in our sample appears to be
slightly more positive than in the economy as a whole which may partially stem
from the need to exclude businesses of sole proprietorship given their absence
in the balance sheet database.

Figure 1b plots the total net investment over capital of the private sector at
a quarterly frequency overlaid with the annual observations from the balance
sheet dataset. While net investment increased at the beginning of the sample,
it entered a downward trajectory from 2008 onwards. Aggregate investment
became so low in 2011 that it was no longer sufficient to compensate the
depreciation of the private sectors’ capital stock, which only started to recover
by the end of 2014. The evolution of the investment series from the balance sheet
dataset broadly tracks the aggregate developments although some discrepancies
arise due to differences in the definition of the capital stock in national accounts
and firms’ financial statements as well as the non-exhaustive coverage of firms
in the balance sheet data outlined above.

Due to its broad coverage of loans in the Portuguese economy, our matched
bank-firm loan dataset has some characteristics that are very different from
the one employed in the study by AW, which focuses exclusively on firms listed
in the Japanese stock market. The distribution of the number of borrowing
relationships per firm is strongly skewed to the right in our sample (Figure
2a). Almost half of all firms borrow only from a single bank, whereas the
corresponding number in AW is as low as 2 percent. The shape of the firm-
bank distribution in our sample is due to the presence of a very large number
of small firms, whose borrowing needs do not exceed the level required to offset
the cost of maintaining additional borrowing relationships. The large share
of small firms in the overall population of firms is a general feature of the
firm-size distribution of countries, which can be approximated by different
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classes of right-skewed distributions (Axtell 2001; Cabral and Mata 2003).
The large number of firms with only one borrowing relationship is potentially
problematic for the estimation of bank shocks, which are mainly identified
using the variation of loan growth rates across both banks and firms. However,
the total loan volume is much less concentrated in firms with only a single
borrowing relationship (Figure 2b). This feature and the characteristics of
the estimation methodology will allow us to directly apply the decomposition
framework proposed by AW to our dataset (see Section 4.2 for a detailed
discussion).

The distribution of the number of firms per bank in our sample is
characterised by a large proportion of banks that lend to a small number of firms
(Figure 2¢). About three quarters of banks have lending relations with less than
1,000 firms. This results from the fact that many credit institutions are small,
only active in certain parts of the country and/or specialised in a particular
segment of activity. However, as one would expect the share of these banks in
the total loan volume is relatively small and accounts for only about 7 percent of
total lending (Figure 2d). As a consequence the concentration in the Portuguese
banking system is very high with an average Herfindahl index of 0.10, which
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is even more concentrated than the Japanese financial sector studied by AW
with an average Herfindahl index of 0.17. In the sample period the market
share of the 10 largest credit institutions has always been above 75 percent,
and was as high as 80 percent in 2012 (Figure 3). The high concentration
of the banking system is an important prerequisite for the macroeconomic
consequences of bank shocks. If some banks are sufficiently large relative to
others, then idiosyncratic shocks to these institutions will not average out in
the aggregate with a concomitant effect on the aggregate investment rate of
the economy.

4. Estimating Shocks to Bank Lending
4.1. External Validity

In this section, we consider the external validity of the bank shocks obtained
from the decomposition of loan growth rates. Due to confidentiality issues we
cannot discuss extreme events at individual banks. Instead we focus on the
average relation between bank shocks and variables that are commonly thought
to affect the bank-lending channel. More specifically, we test whether our bank
shock estimates are significantly correlated with proxy variables which have
been used in previous studies.

The most common proxy variable for the bank-lending channel is the
capital adequacy ratio, which measures a bank’s capital relative to its risk-
weighted credit exposure. In order to protect depositors banking regulators
usually require the capital adequacy ratio to stay above a minimum threshold,
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which is 8% in the case of Portugal. Amiti and Weinstein (2011) and Peek
and Rosengren (1997, 2000, 2005) use the capital adequacy ratio as a proxy
variable for the bank-lending channel arguing that banks with low levels of
capital adequacy were forced to cut lending in the aftermath of the most
recent Japanese stock and house price bubble. Hence, we would expect banks
with low capital adequacy ratios to have more negative bank shocks. Similarly,
Montgomery and Shimizutani (2009) have suggested that capital injections in
Japan have caused bank lending to rise in recipient banks and AW show that
capital injections are indeed positively related to bank shocks in Japan. Here,
we consider changes in banks’ Tier 1 capital and we expect banks with large
increases in capital to have more positive bank shocks. Finally, AW consider
deteriorations in banks’ market-to-book value as a proxy for lower bank lending.
As very few firms in Portugal are actually listed in the stock market, we analyse
the banks’ return on assets and return on equity in lieu of changes in the market-
to-book value. We expect banks scoring poorly in any of the two performance
measures to have more negative bank shocks.

We define banks with a low capital adequacy ratio to be those in the lowest
quartile of our sample characterised by the cut-off CAR,; < 0.1164, where
CARy,; denotes the capital adequacy ratio of bank b at time ¢. Similarly, low
performing banks are defined to be those in the lowest quartile of our sample
in the two performance measures, which corresponds to ROA,; < 0% and
ROEy: < 1%, where ROAp,; denotes the return on assets and ROEy; the
return on equity. Banks with large capital increases are defined to be those in
the top quartile of the Tier 1 capital growth rate in our sample, which are banks
whose capital grows by more than 11.1%. Table 1 shows that the bank shocks
from the decomposition exercise have the expected relation with all four proxy
variables. Banks with low capital adequacy ratios have credit supply shocks
which are about 6 PP more negative than those of the remaining banks, while
for banks with low ROA,; and ROE;; the value is about 6 PP and 4 PP
lower, respectively. Correspondingly, firms with large capital increases have an
associated credit supply shock which is roughly 5 PP more positive than for
other banks.

In Table A.1 we show that these results are robust to the use of alternative
thresholds. When considering the lowest decile for the capital adequacy ratio as
well as the performance measures and the highest decile for increases in capital,
the coefficients remain statistically significant and change as one would expect,
i.e. they become more negative for the first three variables and more positive
for increases in capital. Overall, the fact that our bank shock estimates are
related to the four proxy variables of the bank-lending channel in the expected
way reassures us that they provide a meaningful measure of actual shocks
to the credit supply of banks. Importantly, while here we examined only a
small number of possible variables that matter for lending, our bank shocks
encompass all sources impacting on the banks’ credit supply such as individual
mistakes and computer errors (Amiti and Weinstein 2013).
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Dependent Variable: Bank Shocky ¢ (1) (2) (3) (4)
Low Capital Adequacy Ratiop 4 -0.0587***
(0.0190)
Large Capital Increasey, ; 0.0496***
(0.0182)
Low Return on Assetsy -0.0552**
(0.0216)
Low Return on Equityy ¢ -0.0460**
(0.0195)
Year fixed effects Yes Yes Yes Yes
Observations 997 1314 1128 1128
R? 015 015 .012 .01

TABLE 1. Validation of Bank Shocks

Notes: Robust standard errors in parentheses. ***p<0.01, **p<0.05 *p<0.1. We drop the
top and bottom two and a half percentiles of bank supply shocks. The capital adequacy
ratio is the combined Tier 1 and Tier 2 capital divided by the banks’ risk weighted assets.
The regressor in Column 1 is a dummy variable equal to 1 if bank b’s capital adequacy ratio
is in the lowest quartile of our sample (smaller than 11.6 percent). Capital increases are
defined as the growth rate of Tier 1 capital. In Column 2 the regressor is a dummy variable
that takes the value 1 if the capital increase of bank b is in the top quartile of our sample
(larger than 11.1 percent). Return on assets is defined as the net income of bank b over
its average total assets. In Column 3 the regressor is a dummy variable which equals 1 if a
bank’s return on assets is in the bottom quartile (smaller than 0 percent). Return on equity
is defined as the net income of bank b over its net assets. The regressor in Column 4 the
regressor is a dummy variable which equals 1 if a bank’s return on equity is in the bottom
quartile (smaller than 1 percent). All information was taken from bank-level regulatory data
collected by Banco de Portugal.

4.2. Sensitivity to Number of Bank Relationships

AW use a dataset consisting of Japanese listed companies which are mostly large
in size and as a consequence 98 percent of firms in their sample borrow from
more than one bank. In contrast, most firms in our dataset are relatively small
due to the broad coverage of the Portuguese private sector and hence 50 percent
of firms have only one bank relationship.® The identification of loan supply
shocks in AW exploits the variation of firm borrowing across different banks
and therefore requires the existence of firms with multiple bank relationships.
However, due to the moment conditions the estimator proposed by AW also in

8. The high percentage of firms interacting with a single bank is comparable to other
studies and is as high as 90 percent in Khwaja and Mian (2008).
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principle allows for the estimation of firm and bank shocks if the underlying
dataset includes firms with only a single bank relationship.”

In the following, we argue that the empirical strategy by AW can also be
used directly to obtain bank shocks in our setting given the particular structure
of the dataset under consideration and the characteristics of their proposed
estimator. First, note that while half of the firms in our dataset have only one
banking relationship, their loans account only for 13 percent of the total loan
volume of all banks (Figure 2b). Correspondingly, 72 percent (57 percent) of the
total loan volume is composed of loans to firms that interact with more than two
(three) banks. This is due to the fact that firms with few banking relationships
tend to be small and therefore also less likely to request and obtain large loans
from their credit institutions. Second, in the empirical methodology outlined
in Section 2 bank shocks are computed using weights that, in the case of the
banks’ loan growth, correspond to the firms’ share in total borrowing. As a
consequence firms with small loan volumes have a relatively minor influence on
the estimation of the loan supply shocks of banks. Combining these two insights
implies that direct estimation of bank shocks using our dataset is feasible since
their identification mainly occurs via firms with multiple bank relationships as
in AW.

In order to empirically assess the impact that firms with few borrowing
relationships have on the estimation of shocks to bank lending, we also
computed bank shocks for different sub-samples of our dataset including only
those firms with more than one, two or three borrowing relationships. In
general, we find that bank shocks obtained from these sub-samples are very
similar to those using the full sample confirming the intuition described above
(Figure 4). The correlation between bank shocks estimated using all firms and
those excluding firms with one banking relationship is 0.96. As more firms are
dropped from the sample, shocks to firm lending are increasingly attributed
to be bank shocks and the correlation with bank shocks from the full sample
decreases slightly, but remains generally high.

In the subsequent sections, we present estimation results using bank shocks
obtained from the full dataset since this allows us to gauge their effect on
investment of the maximum number of firms and also, in particular, of small
ones. Nevertheless, our main results also hold if firms with only one borrowing
relationship are excluded even though this reduces the sample size by about
half.

9. A dummy variable estimation approach requires firms to have at least two bank
relationships, as for example in Khwaja and Mian (2008).
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Ficurg 4: Correlation between Bank Shocks from Different Samples

Notes: NoBR refers to the Number of Borrowing Relationships per Firm. We drop the top
and bottom two and a half percentiles of each variable.

4.8. Bank Shocks, Firm Shocks and Firm-Level Characteristics

The decomposition of loan growth rates allows us to compute a time-varying
measure of bank shocks at the firm-level by weighting the bank-level shocks by
the banks’ importance in the firms’ loan portfolio:

BankShockys = 04,1-15u. (8)
b

In this section, we briefly examine whether firm shocks and firm-specific
bank shocks vary systematically across firms with different characteristics. We
consider two features of the firms’ loan portfolio — the number of borrowing
relationships and the share of loans with short-term maturities (less than a
year) — along with two measures of firm size — the number of employees and
total sales. In order to assess the variation of bank and firm shocks across firms,
we compute the mean of the shocks as well as firm characteristics across the
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sample period and run a number of simple linear regressions.'® Our interest
is not in causality here, but simply to highlight whether firms with certain
characteristics are exposed to smaller or larger shocks than the average firm.

Table 2 shows how bank shocks co-vary with loan portfolio characteristics
as well as firm size. We find that all four variables are positively related to
bank shocks (Column 1 to Column 4), i.e. larger firms and those with a greater
number of borrowing relationships and a higher share of short-term maturities
are more likely to be hit by more positive bank shocks. This means that larger
firms, which are likely to borrow from several banks, choose or have access to
banks that ex-post turn out to be able to supply more credit to their clients.
Firms that borrow from an additional bank are on average hit by bank shocks
that are 0.007 higher, which in the absence of firm shocks would increase their
corresponding loan growth rate by 0.7 PP. Similarly, a large firm with 250
employees is on average faced with a bank shock that is 0.0065 higher than a
small firm with 10 employees, ceteris paribus leading to a rise in loan growth
by 0.65 PP. After controlling for the number of banking relationships and the
maturity structure of firms, larger firms are actually worse off than smaller
firms (Column 5 and Column 6). This highlights that the benefit of size accrues
mainly through the number of banking relationships. For example, large firms in
our dataset also borrow from more specialised credit institutions such as leasing
companies that outperformed the median bank in Portugal in the period under
investigation.

Table 3 presents the result of the corresponding analysis for the firm-
borrowing channel. We find that all variables — with the exception of the share
of short-term loans — are positively associated with the firm shock (Column 1 to
Column 6). Note that differences in bank shocks across firms arise exclusively
from firms’ bank portfolios, which mechanically translate into differences in the
exposure to shocks from different banks. In contrast, differences in firm shocks
may result from choices in the past, differential treatment of firms by banks
and active intervention by firms to reduce the impact of adverse credit supply
shocks. First, the maturity structure of loans modifies the impact of bank shocks
which is reflected in differences in the firm-borrowing channel. Firms that have
to refinance a larger share of their loans in a given year are much more exposed
to adverse credit supply conditions of their banks than those with a higher
share of long-term maturities. In addition, firms with very low credit ratings
issue more short-term debt (Stohs and Mauer 1996; Diamond 1991; Barclay and
Smith 1995) and may be deemed too risky by their banks during a liquidity
squeeze. Second, we find evidence that banks pass on a smaller share of liquidity
shocks to larger firms. This may be related to information asymmetries (Binks
et al. 1992), differences in growth prospects and collateral (Beck et al. 2008)

10. All four independent variables are strongly correlated except with our measure of
short-term maturities.
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and preferential treatment by banks (Albertazzi and Marchetti 2010). Third,
firms with more borrowing relationships have a more positive firm-borrowing
channel even after controlling for the maturity structure and the size of firms
(Column 5 and Column 6). This provides evidence that firms may substitute
part of their borrowing towards banks that are less affected by negative credit

supply shocks in line with the findings by Khwaja and Mian (2008).

(1) (2) (3) (4) (5) (6)
Dependent Variable: Full Full Full Full Full Full
Mean Bank Shock Sample Sample Sample Sample Sample Sample
Mean Number of Bank Relationshipsy 0.00792*** 0.00885***  0.00936***
(0.000129) (0.000146)  (0.000151)
Mean Share of Short-Term Loans 0.0127*** 0.0145*** 0.0145***
(0.000992) (0.000988)  (0.000988)
Mean Log of Employees s 0.00202*** -0.00277***
(0.000186) (0.000211)
Mean Log of Salesy 0.00118*** -0.00283***
(0.000139) (0.000163)
Observations 187628 164478 187628 187628 164478 164478
R? 0.0124 0.00142 0.000561 0.000362 0.0165 0.0173

TABLE 2. Bank Shocks and Firm-Level Characteristics

Notes: Robust standard errors in parentheses. ***p<0.01, **p<0.05 *p<0.1. We drop the
top and bottom two and a half percentiles of each variable. Information about the maturity

of loans is only available from 2009 onwards.

(1) (2) (3) (4) (5) (6)
Dependent Variable: Full Full Full Full Full Full
Mean Firm Shock Sample Sample Sample Sample Sample Sample
Mean Number of Bank Relationshipsy ~ 0.0213*** 0.0104***  0.00583***
(0.000552) (0.000624)  (0.000644)
Mean Share of Short-Term Loans -0.168*** -0.164*** -0.165%**
(0.00401) (0.00399) (0.00399)
Mean Log of Employees s 0.0333*** 0.0267***
(0.000810) (0.000917)
Mean Log of Salesy 0.0302*** 0.0266***
(0.000598) (0.000705)
Observations 187628 164478 187628 187628 164478 164478
R? 0.00504 0.0143 0.00852 0.0132 0.0247 0.0288

TABLE 3. Firm Shocks and Firm-Level Characteristics

Notes: Robust standard errors in parentheses. ***p<0.01, **p<0.05 *p<0.1. We drop the
top and bottom two and a half percentiles of each variable. Information about the maturity
of loans is only available from 2009 onwards.
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5. The Effects of Bank Shocks on Investment

In the subsequent sections, first, we examine the influence of bank shocks on
firm-level investment (Section 5.1). Second, we investigate whether the capital
structure and size of firms affects the impact that bank shocks have on firm-
level outcomes (Section 5.2). Finally, we quantify the effects of bank shocks on
aggregate loan and investment dynamics (Section 5.3).

5.1. Baseline Results

In order to quantify the effect of bank shocks on firm investment, we use a
standard investment regression framework with cash flow and lagged sales
growth, which is a commonly used proxy for Tobin’s Q of unlisted firms (Whited
2006; Bloom et al. 2007; Kaoru et al. 2015). In addition, we always include firm
and year fixed effects to control for unobserved firm-level characteristics as well
as common time-varying factors affecting investment in all firms.

Table 4 presents our baseline results along with a number of robustness tests
and alternative specifications. In line with the literature, we find a positive
association between a firm’s investment and its cash flow and investment
opportunities. In Column 2 we add the bank shock, firm shock and industry
shock from the decomposition of firm borrowing.!! Since not all firms borrow
from banks to the same extent, the effect that bank shocks have on investment
is likely to differ as a function of firms’ dependence on bank loans. For example,
a given bank shock will affect firms that borrow very little from banks relative
to their size much less than firms that depend almost entirely on bank financing.
In order to account for these differences in bank dependence, we include
interaction terms with the mean ratio of bank loans to total assets.'?> Column 2
of Table 4 shows that the coefficient on bank shocks interacted with the mean
loan-to-asset ratio is positive indicating that a stronger exposure to bank loans
is associated with a more pronounced effect of bank shocks. We also find a
positive coefficient on bank shocks entering alone, which means that even firms
with few bank loans would have financed more investment projects in the
absence of negative shocks to their banks’ credit supply. As expected, both
the firm borrowing shock and its interaction with the mean bank-loan-to-asset
ratio show a positive coefficient. This implies that the firm-borrowing channel,
for example capturing changes in the marginal product of capital or changes in
the credit worthiness of the firm, has a strong impact on investment which is
more pronounced for firms which are highly dependent on the supply of bank
credit. Similarly, we find a positive coefficient for the industry shock suggesting

11. We cannot separately include the common shock since it does not vary across firms
and therefore is already absorbed in the year fixed effect.

12. Since the mean bank-loan-to-asset ratio is time invariant, we cannot include it
separately in the regression since it is already absorbed in the firm fixed effect.
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that investment opportunities often arise at the level of particular industries.
For example, these might be related to the price of industry-specific investment
goods, or demand and productivity shocks that are shared by all firms within

the same industry.

M @ ® @ ®
Dependent Variable: Full Full Largest NoBR > 1 NoBR >1
Investment s, / Capitaly,_; Sample Sample firms ° combined
Cash Flowy 4 / Capitaly ;1 0.0260*** 0.0257***  0.00385***  (0.0381*** 0.0258%**
(0.000403) (0.000404)  (0.00102)  (0.000783) (0.000405)
Sales Growthy ;1 0.0388***  0.0295*** 0.00104 0.0251***  0.0290***
(0.00190)  (0.00186)  (0.00487)  (0.00243)  (0.00186)
Bank Shocky ¢ 0.146*** 0.0396 0.214*** 0.157***
(0.00835)  (0.0628) (0.0131)  (0.00897)
(Bank Shocky )* 0.147*** 0.301** 0.0758** 0.145***
(Mean Bank-Loan-to-Asset Ratio f) (0.0259) (0.143) (0.0354) (0.0272)
f
Firm Shocky ; 0.133*** 0.137*** 0.172%** 0.133***
(0.00277)  (0.0156)  (0.00382)  (0.00284)
(Firm Shockfyt)* 0.142%** 0.0451 0.130*** 0.144***
(Mean Bank-Loan-to-Asset Ratio f) (0.0142) (0.0419) (0.0142) (0.0148)
f
Industry shocky ; 0.498*** 0.1471%** 0.433*** 0.518***
(0.0293) (0.0545) (0.0398)  (0.0304)
Fixed Effects
Year Yes Yes Yes Yes Yes
Firm Yes Yes Yes Yes Yes
Observations 656246 656246 21415 329892 655529
R? 0.356 0.388 0.418 0.437 0.389

TABLE 4. Firm-Level Investment

Notes: Robust standard errors in parentheses. ***p<0.01, **p<0.05 *p<0.1. We drop the
top and bottom two and a half percentiles of each variable. The mean bank-loan-to-asset
ratio is defined for each firm as its average ratio of bank loans to assets over the sample
period. NoBR refers to the Number of Borrowing Relationships per firm.

Our results strongly support the findings by AW in particular due to the
fact that the datasets differ considerably from each other: While AW focus on
the set of Japanese firms listed on the Japanese stock exchange, our sample
covers almost 200,000 Portuguese firms, which in large part are relatively small
and unlisted. Although our main findings are very similar, AW find a negative
coefficient on the main effect for bank shocks while its interaction with the
mean bank-loan-to-asset ratio is positive. AW argue that negative bank shocks
may have a positive impact on the investment of firms that do not rely heavily
on bank loans since they may undertake investment projects of competitors if
the latter are short of credit (Buera et al. 2014). For comparison purposes we
attempt to match the sample of AW as closely as possible by including only
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the largest firms in our dataset.'> We repeat the decomposition exercise using
this sub-sample and in Column 3 we present the results for this additional
analysis. In this case, we find that the coefficient on bank shocks is statistically
indistinguishable from zero. This suggests that the differences in the effects of
bank shocks might be related to differences in the firms included in two datasets.
Very large firms may be more likely to benefit relative to other firms when
credit conditions tighten, while small firms lack alternative financing sources
and may generally struggle in the presence of adverse financing conditions even
if their exposure to bank loans is relatively low. The coefficients of the remaining
variables do not change sign, but tend to become more similar in magnitude to
the ones obtained by AW. Bank shocks interacted with the mean bank-loan-to-
asset ratio become more important, while firm shocks become less important.
Similarly, the coefficient on industry shocks is lower indicating that industry
dynamics seem to be slightly less important than for smaller firms.

As discussed in Section 4.2 one potential concern pertains to the estimation
of bank shocks using a dataset consisting in large part of firms with only a
single banking relationship. In Column 4, we repeat the analysis including only
those firms interacting with at least two different banks.'* We find that none
of the coefficients changes appreciably despite the fact that this intervention
reduces the sample size by about half. The differences in the coefficients between
Column 2 and Column 4 may derive either from differences in the sample of
firms in the investment regression or from differences in the estimated bank
and firm shocks. In order to disentangle these two explanations, we combine
the bank shocks obtained from the reduced sample with the full dataset.'”
This allows us to leverage the bank shock estimates from the sub-sample,
which are unaffected by the criticism raised above, and use them with the
complete dataset due to the fact that (most) banks lend to firms in both
samples. Column 5 presents the results of this additional analysis whose sample
size is very similar to the one used in our baseline specification in Column 2.
Strikingly, none of the coefficients from this exercise is statistically significantly
different from the ones in our baseline specification suggesting that the small

13. For this analysis we define the largest firms to be those in the top three percentile of
loan volume each year, which gives us a sample size comparable to the one by AW.

14. Similar results are obtained when dropping firms with less than three borrowing
relationships.

15. Denote the vector of bank shocks estimated from the sample excluding firms with only
one borrowing relationship by B{ . For simplicity, assume that BtI and B; have the same
dimensions. In practice, the full sample has on average six banks per year more than the
sub-sample, whose bank shocks were set to zero. This allows for the computation of firm
shocks for the full sample as Ay = DtF — @t_lBtI, where A; is the vector of firm shocks in
the full sample, DtF is the vector of loan growth rates of the full sample, and ®;_; are the
firm-borrowing weights of the full sample. Similarly, firm-specific bank shocks are obtained
by pre-multiplying BtI with ®¢_7. The normalisation of all variables is then performed
analogously to the one in the full sample.
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discrepancies between the coefficients in Column 2 and Column 4 are not
related to the estimation of bank shocks. Overall, these robustness tests provide
strong support for applying the decomposition framework by AW to samples
including firms with few borrowing relationships, which is a characteristic of
many matched bank-firm loan datasets as, for example, in Khwaja and Mian
(2008).

5.2. Firm Heterogeneity

In this section we investigate whether the effect of bank shocks on investment
varies with the capital structure as well as the size of firms. One hypothesis is
that firms with access to financing sources other than bank loans might be less
susceptible to adverse bank-supply shocks. For example, Adrian et al. (2012)
provide empirical evidence on firms compensating the decline in bank lending
by increasing their borrowing in the bond market. Similarly, access to internal
sources of capital has been shown to shield affiliates of multinational enterprises
from the real effects of currency and banking crisis (Klein et al. 2002; Desai
et al. 2008). Given the small size and ownership structure of many Portuguese
firms liabilities towards shareholders may provide another potential source of
financing when external capital is scarce (Romano et al. 2001).

Table 5 presents the results of interacting bank and firm shock variables with
the mean ratio of other loans (i.e. those coming from sources other than banks),
bonds, intra-group loans and liabilities towards shareholders over total assets.
The coefficient on the interaction with bank loans is negative and statistically
significant for other loans and debt from shareholders, while the coefficients
for bonds and intra-group loans are statistically indistinguishable from zero.
Similarly, the coefficients on the interaction of all capital structure variables
with the firm shock with the exception of the one for bonds are also negative
and significant. In terms of their size firm-specific reductions in credit appear to
have a similar effect to those that are bank-specific. Overall, firms with access to
alternative sources of capital seem to be less likely to curtail their investment
when hit by adverse shocks to their borrowing. Firms with access to other
sources of financing could either be partially shielded from bank shocks since
they generally finance a part of their investment projects in this way or because
they tap these sources increasingly during financial distress in the banking
sector. In order to differentiate between these two possibilities we run another
set of regressions including interactions of the bank shock with both changes in
other financing sources as well as the lag of access to other financing sources.
Table 6 shows that the coefficients of the interaction of both the difference
and the lag of alternative financing sources with the bank shock are negative
and significant with the exception of bond financing. This suggests that both
mechanisms shield firms from a lower credit supply in the banking sector. First,
firms that have access to alternative financing sources can substitute bank loans
if necessary and are therefore less vulnerable to the curtailment of credit by
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(1) ) (3) (4) (5)
Dependent Variable: Full Full Full Full Full
Investment s, / Capitaly; Sample Sample Sample Sample Sample
Cash Flowy; / Capitaly ;1 0.0258***  0.0257***  0.0257***  0.0257***  0.0258"**
(0.000404)  (0.000404)  (0.000404) (0.000404)  (0.000404)
Sales Growthy ;1 0.0296*** 0.0295*** 0.0296*** 0.0296*** 0.0296***
(0.00186)  (0.00186)  (0.00186)  (0.00186)  (0.00186)
Bank Shocky ¢ 0.152%** 0.146*** 0.149*** 0.159*** 0.159***
(0.00903)  (0.00848)  (0.00873)  (0.00931)  (0.00942)
(Bank Shocky ;)* 0.153*** 0.147*** 0.150*** 0.150*** 0.151%**
(Mean Bank-Loan-to-Asset Ratio f) (0.0264) (0.0261) (0.0261) (0.0260) (0.0263)
f
Firm Shocky ; 0.138*** 0.133*** 0.135%** 0.141*** 0.142%**
(0.00289)  (0.00277)  (0.00283)  (0.00296)  (0.00297)
(Firm Shock 4)* 0.148*** 0.142*** 0.145*** 0.145*** 0.147***
(Mean Bank-Loan-to-Asset Ratio f) (0.0147) (0.0144) (0.0144) (0.0143) (0.0145)
f
(Bank Shock 7 ;)* -0.104** -0.0112
(Mean Other-Loan-to-Asset Ratioy) (0.0485) (0.0573)
(Bank Shocky ;)* 0.0115
(Mean Bonds-to-Asset Ratioy) (0.0724)
(Bank Shocky ¢)* -0.0824
(Mean Intra-Group-Loan-to-Asset Ratio f) (0.0590)
f
(Bank Shock 7 ;)* -0.140%*  -0.135%**
(Mean LTS-to-Asset Ratio f) (0.0400) (0.0472)
f
(Firm Shocky ;)* -0.0917*** -0.0334**
(Mean Other-Loan-to-Asset Ratioy) (0.0130) (0.0156)
(Firm Shock s ;)* -0.00558
(Mean Bonds-to-Asset Ratioy) (0.0182)
(Firm Shock 4)* -0.0565***
(Mean Intra-Group-Loan-to-Asset Ratio r) (0.0154)
f
(Firm Shock  ;)* -0.0989%**  -0.0831***
(Mean LTS-to-Asset Ratio f) (0.0106) (0.0127)
f
Industry shocky 4 0.497*** 0.498*** 0.498*** 0.494*** 0.495***
(0.0292)  (0.0203)  (0.0293)  (0.0293)  (0.0293)
Fixed Effects
Year Yes Yes Yes Yes Yes
Firm Yes Yes Yes Yes Yes
Observations 656246 656246 656246 656246 656246
R? 0.388 0.388 0.388 0.389 0.389

TABLE 5. Firm-Level Investment - Capital Structure

Notes: Robust standard errors in parentheses. ¥***p<0.01, **p<0.05 *p<0.1. We drop the top
and bottom two and a half percentiles of each variable. The Mean Bank-Loan-to-Asset Ratio
is defined for each firm as its average ratio of bank loans to assets over the sample period.
The ratios for Other Loans, Bonds, Intra-Group Loans and Liabilities towards Shareholders

(LTS) are defined analogously.
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their credit institutions. Second, access to other financing sources mitigates the
impact of adverse bank shocks on investment more generally since these firms
appear to depend less on bank loans for their investments in the first place.

The coefficient on the bank shock interaction with other loans and
shareholder debt has the opposite sign and roughly the same magnitude of
the one for the interaction of the bank shock with the mean bank-loan-to-
asset ratio. This implies that the exposure of firms’ to bank shocks deriving
from one euro of bank debt can be offset by roughly one euro borrowed from
other sources. How many firms do actually benefit from the mitigating effect of
alternative funding sources? In our sample, 52% of firms have access to some
kind of other loan and 46% of firms have liabilities towards their shareholders,
while 71% of firms have at least one of the two on their balance sheet. As
one would expect, the bond market does not play an important role for the
majority of firms in Portugal and only about 2% of firms in our sample issue
bonds in the Portuguese capital market. Out of those firms with some kind of
other loan, the median firm has a mean other-loan-to-asset ratio of about 9%
and a mean bank-loan-to-asset ratio of 16%. Similarly, out of the firms with
some kind of shareholder liability, the median firm has a mean LTS-to-asset
ratio of 13%, while the mean bank-loan-to-asset ratio stands at 15%. However,
a large proportion of firms in Portugal are almost entirely dependent on bank-
financing'® and hence the majority of firms feels the full brunt of bank shocks
on their investment activities.

An additional analysis contributes to the ongoing debate in the literature
on how firms of different sizes respond to financial shocks. There is some
evidence that larger firms are better able to cope with declines in their banks’
credit supply (Khwaja and Mian 2008; Sharpe 1994). In Section 4.3 we already
established that large firms are less likely to be hit by adverse bank shocks
due to the credit institutions they chose to interact with. Here, we ask the
question whether the response of investment to the same bank shock differs
as a function of firm size. We use the European Commission’s definition of
firm size and consider firms to be large if they employ more than 50 persons
and if their annual turnover exceeds € 10 million.!” Column 1 and Column 2
of Table 7 present the results of regressions including the interaction of bank
and firm shocks with our two measures of firm size. The coefficient on the
interaction between firm size and bank shocks is negative and significant for
both measures of firm size. This means that large firms curtail their investment

16. The median firm in the dataset has a mean bank-loan-to-asset ratio of 14%, while the
corresponding values for other loans and liabilities towards shareholders are as low as 3%
and 5%, respectively.

17. This corresponds to the European Commission’s threshold for medium-sized
enterprises, which is relatively high given the size of Portugal. This leaves us with 7,678
firms (or 4% of our sample) being defined as large when using employment as the threshold
and 4,413 firms (or 2.4% of our sample) when using total sales.
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(1) (2) (3) (4) (5)
Dependent Variable: Full Full Full Full Full
Investment s, / Capitaly; Sample Sample Sample Sample Sample
Cash Flowy; / Capitaly ;1 0.0258***  0.0257***  0.0257***  0.0257***  0.0258***
(0.000405)  (0.000404) (0.000405) (0.000404)  (0.000405)
Sales Growthy ;1 0.0296*** 0.0295*** 0.0296*** 0.0293*** 0.0293***
(0.00186)  (0.00186)  (0.00186)  (0.00186)  (0.00186)
Bank Shocky ¢ 0.151*** 0.146*** 0.150*** 0.150*** 0.155%**
(0.00853)  (0.00836)  (0.00841)  (0.00887)  (0.00909)
(Bank Shockf’t)* 0.148*** 0.147*** 0.145*** 0.146*** 0.147***
(Mean Loan-to-Asset Ratio ) (0.0260) (0.0260) (0.0258) (0.0258) (0.0259)
Firm Shocky ; 0.137*** 0.133*** 0.135%** 0.138*** 0.143***
(0.00284)  (0.00277)  (0.00279)  (0.00285)  (0.00293)
(Firm Shocky 4)* 0.143*** 0.143*** 0.141%** 0.142%** 0.142%**
(Mean Loan-to-Asset Ratio ) (0.0143) (0.0143) (0.0141) (0.0141) (0.0142)
(Bank Shocky ¢)* -0.142%** -0.161***
A (Other-Loan-to-Asset Ratioy ;) (0.0413) (0.0436)
(Bank Shock, ,)* -0.101*** -0.103***
(Other-Loan-to-Asset Ratiof ;1) (0.0388) (0.0390)
(Bank Shocky ¢)* -0.410
A (Bonds-to-Asset Ratioy ;) (0.511)
(Bank Shocky ¢)* -0.0931
(Bonds-to-Asset Ratiof ;1) (0.370)
(Bank Shocky ¢)* -0.192%**
A (Intra-Group-to-Asset Ratioy ;) (0.0515)
(Bank Shock  ;)* 0,177
ntra-Group-Loan-to-Asset Ratiof ;— .055
(Intra-Group-Loan-to-Asset Ratiof ;1) (0.0554)
(Bank Shocky )* -0.0972**  -0.142%**
A (LTS-to-Asset Ratioy ;) (0.0444) (0.0466)
(Bank Shock 7 ;)* 20.0631%  -0.0728**
(LTS-to-Asset Ratiof ;1) (0.0322) (0.0324)
Industry shocky 4 0.491*** 0.498*** 0.495*** 0.485*** 0.481***
(0.0202)  (0.0293)  (0.0292)  (0.0203)  (0.0292)
Fixed Effects
Year Yes Yes Yes Yes Yes
Firm Yes Yes Yes Yes Yes
Observations 656246 656246 656246 656246 656246
R2 0.389 0.388 0.389 0.389 0.389

TABLE 6. Firm-Level Investment - Capital Structure - Changes and Lags

Notes: Robust standard errors in parentheses. ***p<0.01, **p<0.05 *p<0.1. We drop the
top and bottom two and a half percentiles of each variable. The Mean Bank-Loan-to-Asset
Ratio is defined for each firm as its average ratio of bank loans to assets over the sample
period. The main effects of the changes in and lags of the Other-Loan-to-Asset Ratio, Bonds-
to-Asset Ratio, Intra-Group-Loan-to-Asset Ratio and LTS-to-Asset Ratio are also included
in the regression, but omitted in the table due to space constraints.
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0] @ @ @ ) ©)
Dependent Variable: Full Full Full Full Full Full
Investment ¢, / Capitaly;_ Sample Sample Sample Sample Sample Sample
Cash Flowy ; / Capitaly;_; 0.0257***  0.0257***  0.0258*** 0.0258***  0.0258*** 0.0258***
(0.000404)  (0.000404) (0.000404) (0.000404)  (0.000405) (0.000405)
Sales Growthy ;1 0.0295***  0.0295***  0.0296*** 0.0296***  0.0293*** 0.0293***
(0.00186)  (0.00186)  (0.00186)  (0.00186)  (0.00186)  (0.00186)
Bank Shock ¢ 0.149*** 0.149*** 0.162*** 0.162*** 0.158*** 0.158***
(0.00844)  (0.00840)  (0.00955)  (0.00950)  (0.00921)  (0.00916)
(Bank Shockfﬁt)* 0.147*** 0.146*** 0.150%** 0.150*** 0.147%** 0.146***
(Mean Bank-Loan-to-Asset Ratiof) ~ (0.0259)  (0.0259)  (0.0262)  (0.0262)  (0.0258)  (0.0258)
Firm Shockfyt 0.134*** 0.135*** 0.144*** 0.144*** 0.145%** 0.145***
(0.00280)  (0.00278)  (0.00302)  (0.00299)  (0.00297)  (0.00295)
(Firm Shockf’t)* 0.142%*** 0.141*** 0.146*** 0.145%** 0.142%** 0.141%***
(Mean Bank-Loan-to-Asset Ratiof) ~ (0.0142)  (0.0142)  (0.0144)  (0.0144)  (0.0141)  (0.0141)
(Bank Shocky ;)*(Employeesrqrge) — -0.0473** -0.0565** -0.0542**
(0.0231) (0.0233) (0.0232)
(Bank Shock ;)*(Salesrarge) -0.0832** -0.0929*** -0.0879***
(0.0328) (0.0330) (0.0328)
(Firm Shocky ;)*(Employeesrarge) — -0.0340%** -0.0388*** -0.0358***
(0.00580) (0.00587) (0.00581)
(Firm Shock f;)*(Sales Large) -0.0609*** -0.0663*** -0.0608"**
(0.00723) (0.00733) (0.00724)
Industry shocky ¢ 0.500*** 0.500*** 0.496*** 0.497*** 0.483*** 0.483***

(0.0292)  (0.0291)  (0.0292)  (0.0291)  (0.0291)  (0.0291)

Controls for Capital Structure

Mean No No Yes Yes No No
Lags and Differences No No No No Yes Yes
Fixed Effects

Year Yes Yes Yes Yes Yes Yes
Firm Yes Yes Yes Yes Yes Yes
Observations 656246 656246 656246 656246 656246 656246
R? 0.388 0.388 0.389 0.389 0.389 0.389

TABLE 7. Firm-Level Investment - Firm Size

Notes: Robust standard errors in parentheses. ***p<0.01, **p<0.05 *p<0.1. We drop the
top and bottom two and a half percentiles of each variable. The Mean Bank-Loan-to-Asset
Ratio is defined for each firm as its average ratio of bank loans to assets over the sample
period. The controls for the capital structure in addition include the following variables.
Mean: Interaction between the Mean Other-Loan-to-Asset Ratio and Mean LTS-to-Asset
Ratio with the Bank Shock and Firm Shock. Lags and Differences: The lag and first difference
of the Other-Loan-to-Asset Ratio and the LTS-to-Asset Ratio interacted with the Bank
Shock and Firm Shock as well as their main effect.

less than small firms when their banks get hit by a credit supply shock of
the same magnitude. The same finding holds true for the interaction of the
firm shock with firm size. Large firms usually have a more diversified capital
structure than small firms, which may explain why they are less affected by
adverse bank shocks given our results from the previous paragraphs. Therefore,
in Column 3 and Column 4 we control for the mean other-loan-to-asset ratio
and the mean sharehold-debt-to-asset ratio, and in Column 5 and Column 6 we
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include lags and first differences of the two variables as controls instead. We find
that the coefficients of the interaction between bank and firm shocks with firm
size does not change appreciably when controlling for the capital structure
of firms. In Section 4.3 we documented that the firm-borrowing channel of
larger firms is usually more positive than for smaller firms. This resulted from
longer maturities of their loans, differential treatment of firms by their banks
and substitution of borrowing towards less affected banks. All three factors
contribute to a more favourable credit supply for large firms, which shields
their investments from adverse credit supply shocks to a certain extent.

5.8. Bank Shocks and Aggregate Lending and Investment

One important feature of the methodology proposed by AW is that it also
provides a complete decomposition of loan growth rates into bank, firm,
industry and common shocks at the aggregate level. Figure 5a presents the
aggregate decomposition results for our quarterly dataset between 2005 and
2014.'® The aggregate bank shock series is characterised by two pronounced
contractions during which its values fall below zero indicating that larger banks
in Portugal were particularly hard hit by idiosyncratic shocks in the last decade.
The two aggregate credit supply squeezes correspond to the outbreak of the
unexpected freeze of the European interbank market (Iyer et al. 2014) as well
as the onset and peak of the sovereign debt crisis in Europe with its concurrent
effects on bank lending (Popov and van Horen 2013). In the most recent period
supply side factors are beginning to show a recovery. The variation in the
aggregate firm shock series is much lower and overall larger firms appear to
have faced more benevolent conditions than smaller firms. However, since 2008
firm-specific factors have progressively decreased loan growth in the aggregate
interrupted only by a brief recovery in 2010.

In the following we assess whether the four shocks are important for
explaining aggregate loan and investment dynamics. First, we consider a
regression of the aggregate bank, firm, industry and common shock on the
growth rate of total loans to the private sector (Column 1 of Table 8). All
coefficients are statistically indistinguishable from one, which is what one would
expect since the four shocks provide a complete decomposition of the aggregate
loan growth rate in the credit registry database and given that the latter
has very similar dynamics to the loan growth rate of the private sector as
a whole (Figure 1a). Column 2 presents the results of the same regression with
standardised variables so that the coefficients of the shocks can be interpreted
in terms of standard deviations. Therefore, a one standard deviation increase
in the aggregate bank shock series leads to an increase of the aggregate loan

18. We use quarterly instead of annual data and also include the year 2014 in this section
since we require a dataset with a larger number of observations in order to perform the
subsequent econometric analysis.
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growth rate by 0.66 standard deviations. The common shock as well as the
aggregate firm shock also have sizeable effects on loan developments in the
private sector while the industry shock appears to be of minor importance.
Column 3 and Column 4 present the corresponding results for a regression
on net investment, which is defined analogously to the measure used for the
firm-level analysis. We find that the coefficients of the common shock as
well as the aggregate firm and bank shock are highly significant. Column 5
and Column 6 present the regression results for the growth rate of private
investment excluding housing, which is a measure of investment more typically
used in macroeconomic analysis (Figure 5b). The aggregate firm and bank shock
both remain highly significant for this alternative investment series. Overall,
this highlights that granular shocks in the banking system have a palpable
impact on aggregate investment dynamics in the Portuguese economy.
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FIGURE 5: Aggregate Shocks and Growth Rate of Private Investment Excluding
Housing

In order to gauge the quantitative importance of the four shocks in
explaining aggregate loan and investment dynamics, we perform an R2-
decomposition of the regressions above. If all regressors were uncorrelated,
their importance would just be the R?-increase when adding a particular
variable to any subset of regressors and their contributions would add up
to the R? of the full model. However, since the regressors are correlated it
is no longer straightforward to break down the R? of the full model into
contributions from individual regressors. In the following we use two different
statistical procedures, which take the dependence on the order of introducing
variables in the regression into account. This is implemented either by averaging
over different sequences using simple unweighted averages (LMG) as first
proposed by Lindeman et al. (1980) or alternatively by using weighted averages
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with data-dependent weights (PMVD for proportional marginal variance
decomposition) as suggested by Feldman (2005).?

The lower panel of Table 8 presents the results of these two R2-
decomposition methods for the three sets of regressions above. In the regression
on total loan growth (Column 1 and Column 2) the most important factors
are common and firm shocks, which account for around 35 to 38 and 39 to
40 percent of the aggregate dynamics, respectively. About 15 to 20 percent
of the variation in aggregate loan growth is due to granular shocks in the
Portuguese banking system. A similar result holds for the corresponding R?-
decomposition of the regression on the investment to capital ratio (Column 3
and Column 4). Here, granular bank shocks explain around 18 to 24 percent
of the variation in the data, while about one third each derives from
shocks affecting all lending-borrowing relationships and firm-specific shocks.
Alternatively, when considering the growth rate of investment, which is more
commonly used in macroeconomics, we find that the aggregate bank shock
accounts for 37 to 38 percent of its dynamics, while in this case the common
shock and the aggregate firm shock are much less important (Column 5 and
Column 6). Overall, the contributions deriving from granular bank shocks in
Portugal appear to be a little lower than for the Japanese sample studied by
AW | in which case the aggregate bank shock explained about 36 and 37 percent
of the variation in loan growth and net investment. Partially, this may be due
to differences in the frequencies of the series under consideration — quarterly
versus annual — in case granular bank shocks are more important in explaining
medium-term movements of aggregate variables. Methodological considerations
aside this suggests that economy-wide factors along with firm-specific shocks
may have played a slightly larger role in Portugal in the past decade than in
Japan. However, on the whole our analysis provides strong evidence for the
importance of granular bank shocks in explaining aggregate fluctuations and
supports the findings by AW for the Japanese economy.

19. All decompositions were performed using the R package relaimpo (Groemping 2006).
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Dependent Variable: Loan Growth; Investment; / Capital;_1 Growth Rate of Private
Investment Excl. Housing;
(1) (2) (3) (4) (5) (6)
Common Shock; 1.158***  0.715%** | 0.527*** 0.742%** -0.107 -0.044
(0.124 (0.077) (0.048) (0.067) (0.321) (0.132)
Industry Shocky 0.597 0.053 0.0282 0.057 4.521* 0.265*
(0.690) (0.061) (0.269) (0.054) (2.586) (0.151)
Firm Shock: 0.944***  (0.481*** | 0.381*** 0.440*** 1.257*** 0.426***
(0.146) (0.074) (0.046) (0.053) (0.304) (0.103)
Bank Shock; 0.914***  0.665*** | 0.434*** 0.720%** 1.736*** 0.840***
(0.101) (0.074) (0.033) (0.054) (0.275) (0.133)
Constant -0.022* 0.000 0.018*** 0.000 -0.087*** 0.000
(0.011) (0.040) (0.005) (0.042) (0.028) (0.112)
Standardised Variables No Yes No Yes No Yes
Observations 40 40 40 40 40 40
R2 0.943 0.943 0.938 0.938 0.547 0.547
% of TSS LMG PMVD LMG PMVD LMG PMVD
Common Shock; 0.376 0.352 0.371 0.378 0.033 0.001
Industry Shocky 0.019 0.002 0.023 0.002 0.045 0.042
Firm Shock; 0.401 0.388 0.368 0.322 0.104 0.122
Bank Shock; 0.146 0.200 0.175 0.235 0.365 0.382

TABLE 8. Aggregate Effects

Notes: Robust standard errors in parentheses. ***p< 0.01, **p< 0.05 *p< 0.1. The
sample corresponds to the period 2005Q1 to 2014Q4. T'SS refers to the total sum of
squares of the regressions. LMG details the contributions of individual regressors based
on simple unweighted averages (Lindeman et al. 1980). PMVD stands for proportional
marginal variance decomposition which computes contributions of individual regressors
using weighted averages with data-dependent weights (Feldman 2005).

6. Conclusion

In this paper, we show that bank shocks have a sizeable impact on both firm-
level as well as aggregate investment in the Portuguese economy. We do this
by applying the decomposition framework proposed by AW to a rich dataset of
matched bank-firm loans comprising close to 200,000 firms. In comparison to
a simple fixed-effects approach the introduction of an adding-up constraint in
the methodology by AW has the advantage of being much more efficient and
providing macro-level estimates of bank shocks that are consistent with the
micro-level shock decomposition. While AW consider a sample of large Japanese
firms with multiple bank relationships, we argue that their methodology can
also be applied to datasets including small firms with few banking relationships,
as long as they represent a small share of the total loan volume of their banks.
This insight considerably widens the applicability of the methodology by AW
since in most countries the population of firms contains a large share of small
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firms with few banking relationships due to the right-skewed nature of the firm
size distribution (Axtell 2001; Cabral and Mata 2003; Khwaja and Mian 2008).

We estimate bank-lending shocks, firm-borrowing shocks, industry-level
shocks as well as common shocks using a matched bank-firm loan dataset
for the Portuguese economy for the time period 2005 to 2013. We show that
bank supply shocks have a strong and robust effect on firm-level investment
for the average firm in our sample. The broad coverage of firms in our micro-
dataset provides strong support for the findings by AW and makes it possible
to consider how the effect of credit supply shocks varies across firms with
different characteristics. Small firms are found to be much more vulnerable
to the adverse impact of bank shocks on investment mainly for two reasons.
First, their bank lending contracts much more than for large firms since they
are less able to substitute their borrowing from other banks. Moreover, they
have a larger share of short-term maturities and they may be considered more
risky by their banks than larger firms. Second, while we find that alternative
financing sources mitigate the adverse impact of bank shocks on investment,
small firms are almost entirely bank-dependent and hence feel the full brunt of
disruptions to their banks’ credit supply.

The banking system in Portugal — as in most other countries — is very
concentrated. The ten largest banks account for more than three quarters of
the total loan volume in our dataset. This implies that idiosyncratic shocks
to these institutions do not average out in the aggregate, but can have a
considerable effect on total lending and hence investment. We find that granular
bank shocks account for around 20 percent of aggregate loan growth and 20
to 40 percent of aggregate investment dynamics in the Portuguese economy
at a quarterly frequency. The values are slightly lower than for the Japanese
sample studied by AW, which suggests that economy-wide factors along with
firm-specific shocks may have played a slightly larger role in Portugal in the
past decade than in Japan. However, on the whole our analysis provides strong
evidence for the importance of granular bank shocks in explaining aggregate
fluctuations. Looking to the future, quantifying the relative roles of bank shocks
and common shocks using data for other economies and episodes is a promising
area for future research.
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Appendix
A.1. Solving the System of Linear Equations
As discussed in the main text one additional constraint needs to be imposed

in order to solve the system of linear equations. We set a1 = 0 and express all
equations using matrix algebra:

ot Bt Df, Df;
Ay=| : |.Be=| : | .Df=| : |\ DFf=| : |,
g BBt D, D,
011t ... 91Bt ©21¢ .- PF1t
Or1t .. 9FBt V2Bt --- PFBt
00 ... 0
1 0 ... 0
r==|o 1 ... 0],
00 ... 1

where I is the F' x (F' — 1) matrix obtained from deleting the first column
of a F' x F identity matrix. In order to solve for the unknown bank and firm
shocks we combine bank and firm-level variables as follows

A7 DF Ip O
Xe="2 ), D= %), Te=|.F
‘ (Bt>’ ‘ (DtB)’ ' (@; IB>’

where Xy is the (F'+ B — 1) x 1 vector collecting unknown firm and bank shocks
except aq; which was set to zero, Dy is the (F + B) x 1 vector including the
loan growth rates of all firms and banks, and T’y is the (F + B) x (F+ B — 1)
matrix collecting all the bank and firm weights except those related to ay;. The
above definitions allow us to write the system of equations compactly as

FtXt = Dt.

In this particular case, we cannot solve the equation by pre-multiplying
by the inverse of I';, since I'; is not a square matrix. However, the system
is readily solved by any linear equation solver implemented in standard
statistical packages or alternatively by pre-multiplying with the Moore-Penrose
pseudoinverse I‘j‘

X; =T} D;.

Our exposition of the estimation methodology differs slightly from the one
in AW who express all equations related to the loan growth rates of firms
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relative to firm number one and all equations related to the loan growth rates
of banks relative to bank number one. While their approach yields identical
results to ours, our presentation emphasises that there is nothing special about
this problem and that the imposition of a single constraints (such as a;; = 0)
is sufficient to solve the system of linear equations. Regarding implementation,
generating a matrix of size (F'+ B) x (F'+ B — 1) may pose a problem on some
computer systems if the firm and/or bank dimension is very large and sparse
matrix coding is not available. In these situations the algorithm proposed by
AW provides a nifty workaround since it only requires memory allocation for
matrices of size (F — 1) x (B —1).
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A.2. Normalisation of Bank and Firm Shocks

The firm and bank shocks derived using the methodology outlined in the
previous section are all expressed relative to a4, i.e. the credit demand shock
of firm 1. Since this is an arbitrary reference point which complicates economic
interpretation, we re-express all shocks relative to the median firm shock, A,
and the median bank shock, B;. Define the vector A; with the full set of firm
shocks and the matrix ®; with the full set of bank-lending weights as

(0313 Y11t oo PFI1t
AtE 7@,52 .

(&7 YiBt --- YFBt

and re-express the firm-borrowing shock as the difference between the actual
shock and the median shock A; = Ay — Asep, and similarly the bank-lending
shock as the actual shock less the median shock, B; = B; — B;up. This allows
us to rewrite Equation 4 as

DP =B+ ®,_1 A,
=B+ Bup+®_ 1A + A @y _q1p
=B+ ®_1As + (A + By, (A.1)

and similarly Equation 5 as

Df‘ =A;+ 0O 1By
= Ay + Aup + 0Oy 1By + Bi©s_11p
= Ay +©4_ 1By + (A + By)ep. (A.2)

In order to isolate industry shocks we define Ay = Ay — medianfen(At),
where firm f is part of industry n. Similarly, define bank shocks relative to the
median, but note that By = By — median(Bt) = B, since medicm(Bt) =0.
Finally, we define the F' x 1 vector of industry medians Ny corresponding to
the F' firms in the sample, which allows us to arrive at the firm and bank
decompositions used in the main text

Df = Ay + Nt +©;_1B; + (A + Bo)er, (A3)

and
Df = Bt + ‘I)t—lAt + Py 1Ny + (At + Bt)I,B. (A4)
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A.3. Additional Results

Dependent Variable: Bank Shocky, ; (1) (2) (3) (4)
Low Capital Adequacy Ratio ¢ -0.0639**
(0.0257)
Large Capital Increase, ; 0.0421**
(0.0214)
Low Return on Assetsy -0.126***
(0.0295)
Low Return on Equityy ¢ -0.0770***
(0.0258)
Year fixed effects Yes Yes Yes Yes
Observations 997 1314 1128 1128
R2 .011 .012 .019 .011

TABLE A.1l. Validation of Bank-Supply Shocks - Robustness

Notes: Robust standard errors in parentheses. ***p<0.01, **p<0.05 *p<0.1. We drop the
top and bottom two and a half percentiles of bank supply shocks. The capital adequacy ratio
is the combined Tier 1 and Tier 2 capital divided by the banks’ risk weighted assets. The
regressor in Column 1 is a dummy variable equal to 1 if bank b’s capital adequacy ratio is in
the lowest decile of our sample (smaller than 9.07 percent). Capital increases are defined as
the growth rate of Tier 1 capital. In Column 2 the regressor is a dummy variable that takes
the value 1 if the capital increase of bank b is in the top decile of our sample (larger than
23.9 percent). Return on assets is defined as the net income of bank b over its average total
assets. In Column 3 the regressor is a dummy variable which equals 1 if a bank’s return on
assets is in the bottom decile (smaller than -1.2 percent). Return on equity is defined as
the net income of bank b over its net assets. The regressor in Column 4 the regressor is a
dummy variable which equals 1 if a bank’s return on equity is in the bottom decile (smaller
than -8.6 percent). All information was taken from bank-level regulatory data collected by
Banco de Portugal.
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A.4. Summary Statistics

By Year Mean SD 1st quartile Median 3rd quartile
Percent Change in Flow-of-Funds; 0.019 0.062 -0.051 0.018 0.066
Investment; / Capitaly_1 0.034 0.027 0.006 0.035 0.060
Percent Change of Private Investmenty -0.008 0.093 -0.098 0.019 0.060
Common Shock¢ -0.001 0.038 -0.020 0.003 0.016
By Bank

Bank Shocky, ; 0.032 0.288 -0.130 0.000 0.158
Capital Adequacy Ratiop ¢ 0.282 0.618 0.116 0.156 0.236
Growth Rate of Tier 1 Capitaly 4 0.057 0.420 -0.003 0.042 0.111
Return on Assetsy, ; -0.000 0.067 0.000 0.004 0.009
Return on Equityy ¢ 0.065 2.769 0.010 0.050 0.119
By Firm

Investmenty ; / Capitaly ;1 -0.051 0.396 -0.237 -0.084 0.000
Cash Flow, /Capitaly ;1 -0.700 2.122 -0.705 -0.226 -0.030
Sales growthy ;1 0.054 0.345 -0.135 -0.000 0.156
Bank Shocky ¢ -0.068 0.115 -0.143 -0.080 0.001
Firm Shocky ; 0.111 0.550 -0.198 -0.007 0.217
Industry shocky 0.000 0.030 -0.015 0.003 0.020
Mean Bank-Loan-to-Asset Ratiof 0.216 0.253 0.072 0.165 0.293
Mean Other-Loan-to-Asset Ratios 0.086 0.132 0.000 0.021 0.120
Mean Bond-to-Asset Ratio 0.040 0.105 0.000 0.000 0.000
Mean Intra-Group-Loan-to-Asset Ratio 0.058 0.117 0.000 0.000 0.060
Mean Shareholder-Debt-to-Asset Ratio s 0.106 0.154 0.000 0.033 0.151
Employees ¢ 16.5 134.4 3 5 11
Sales r ¢4 1,986,915 34,556,706 111,333 271,016 800,066

TaBLE A.2. Firm-Level Summary Statistics

Notes: The variables are defined as follows. By year: Percent change in Flow of Funds:
is the year-on-year percent change in the stock of lending of private financial institutions
to private non-financial corporations. Investment;/Capital;_1 is the net investment of the
private sector excl. housing in year ¢ divided by the capital stock of year ¢t — 1. Percent
Change in Private Investment; is the year-on-year percent change in the total investment
of the private sector excl. housing. Common Shock; is the sum of the median firm shock
and the median bank shock in each year. By bank: Bank shock; is the idiosyncratic bank
shock for each bank. Capital Adequacy Ratioy ; is the combined Tier 1 and Tier 2 capital
divided by the banks’ risk weighted assets. Growth Rate of Tier 1 Capitaly ; is the year-
on-year growth rate of banks’ Tier 1 capital. Return on Assets;, ; is the net income of bank
b over its average total assets. Return on Equityy ; is the net income of bank b over its
net assets. By Firm: Investmenty ,/Capitals ;1 is the each firm’s year-on-year change in
tangible fixed assets plus depreciation divided by the firm’s tangible fixed assets in year
t — 1. Cash Flowy ;/Capitalf ;1 is firm f’s cash flow divided by its tangible fixed assets in
year t — 1. Sales growthy ;1 is the lag of firm f’s percent change in sales. Bank Shocky ;
is the weighted sum of the idiosyncratic bank shocks of all banks from which firm f was
receiving a loan in year ¢t — 1. Firm Shocky ; is the idiosyncractic shock for firm f. Industry
Shocky ; is the industry level shock of firm f’s industry. Mean Bank-Loan-to-Asset Ratiof
is firm f’s mean ratio of total bank loans to total assets over the sample period. The ratios
for Other Loans, Bonds, Intra-Group Loans and Liabilities towards Shareholders (LTS) are
defined analogously. Employeesy ; is the total number of employees working for firm f in
year t. Salesy ; is the total revenue of firm f in year ¢.
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