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Abstract

This paper assesses the usefulness of business surveys as a source of information for
investment developments in Portugal. This will be achieved by what will be named a “fishing
contest”, where the “participants” are bridge models, models based on principal components
(derived from standard and non-standard methods), and models built with the outcome
of partial least squares regressions. All models, based on quarterly data, are estimated
using a general-to-specific approach and are designed to produce 1 to 4 out-of-sample direct
forecasts. The accuracy of these forecasts is then compared with the one of autoregressive
processes. The empirical evidence indicates that, in general, there is always a participant in
the fishing context that produces a lower out-of-sample Root Mean Squared Error (RMSE)
than the one associated with the autoregressive benchmark. In most cases, the combination
of autoregressive processes with each participant reduces the RMSE further. A striking
outcome is the relative accuracy of bridge models.

Keywords: Investment, business surveys, bridge models, principal components, partial least

squares.
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1 Introduction

Investment is a key variable underlying economic activity developments. However, it is also one

the most volatile components of aggregate demand and traditionally difficult to predict. The

identification of the structural interactions that explain the investment decisions is always a

complex task, in part due to the expectation formation mechanisms of economic agents, which

may be time-varying or sector-dependent. Some firms may invest as a reaction to a favourable

economic situation, possibly unexpected, while others invest because they expect higher demand

over the medium or long run. This may co-exist with firms that do not invest at all simply

because they have already achieved their desired capital stock. In addition, the driving forces

among different sectors may be rather different, for example between residential and productive

investment.

The main objective of this paper is to assess the usefulness of business surveys as a source of

information that may be used to capture contemporaneous or leading forces driving investment

in Portugal. The goal is therefore not to look for the best functional form, by taking into

account standard variables, such as the productivity of capital, adjustment costs or the cost

of purchasing new capital, be it in a partial or a general equilibrium framework, or to model

the theoretical microfoundations of firms’ behaviour, but is instead to use business surveys

extensively so as to find valuable empirical comovements between these data and investment

over the short run. The use of survey data has several well-known advantages. For instance,

besides being in general unrevised, the data is also available in advance of other quantitative

indicators, including national accounts data.

The information content of surveys has been widely explored in the literature. The examples

include the estimation of bridge-models, usually addressing GDP or private consumption as

variables of interest (see Bram and Ludvigson (1997) or Rünstler and Sédillot (2003)). Another

branch of the literature uses a wider information environment, combining a larger number of

short-term indicators, including surveys, which are used as inputs in static or dynamic factor

models (see Stock and Watson (1989),? or Hansson, Jansson and Lof (2005)). More recently,

Claveria, Pons and Ramos (2007) try to improve forecasts for a relatively large number of

macroeconomic variables using the information provided by these surveys. The usefulness of

business surveys as an important information source behind investment developments has been

the main focus of Larsen (2001) or Barnes and Ellis (2005).

The starting point of the current analysis is to estimate an autoregressive process for the variables

of interest. These variables consist of Gross Fixed Capital Formation expenditures (GFCF), and

some of its subcomponents. The second step is to estimate a model that only uses specific survey

data or some sort of summary indicator of the survey database. The final step is to augment each

autoregressive (AR) processes with the information that is solely derived from the survey data.

Is the out-of-sample accuracy of the AR model higher then that of the models that only use

survey data? Does the augmented AR model outperforms the others? How do the conclusions
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vary across dependent variables and forecasting horizons? These are the questions that will be

addressed below.

The information content of the survey data will be assessed by what will be considered “par-

ticipants” in a “fishing contest”. Previous work regarding the usefulness of surveys focused

extensively on bridge models. This will be the natural first participant. The second participant

uses the first standard principal components as summary indicators of the database. A recent

use of principal components, extracted from survey data, may be found in Claveria et al. (2007).

The third participant is also derived from standard principal components but focuses on those

components that are more correlated with the variable of interest, which may not necessarily

be the first ones, as in the previous case. This is in line with the literature that highlights the

importance of having regressors that take into account that the goal is to forecast a specific

series and not just the usefulness of summarizing a particular database (see, for instance, Bai

and Ng (2007, 2008)). The fourth participant follows the suggestion of Dias, Pinheiro and Rua

(2008), who investigated the links between predictors and endogenous variables and suggested

the use of a synthetic indicator derived from a particular weighting scheme of all principal com-

ponents. The fifth alternative is based on a particular weighting scheme of the original data,

not the principal components, where more weight is attached to those survey answers that are

potentially more important to explain the variable of interest. These weights are defined as

the correlation coefficients between each survey data and the variable of interest, where more

weight is attached to the variables with higher correlation. Finally, the last participant is based

on Partial Least Squares (PLS) regressions, which combines features from principal components

and standard OLS regressions. In particular, the components are extracted from the survey data

already under the operational restriction that they are also relevant for the variable of interest.

This paper is organized as follows. The next section presents the database. Section 3 introduces

the participants of the proposed contest. The empirical evidence is reported in Section 4 and

Section 5 concludes.

2 The Database

The survey data used herein is taken from the database of the European Commission (EC) and

include information on the following sectors of the Portuguese economy: manufacturing industry

(henceforth denominated as the industry survey), construction, retail trade and services.1

The majority of the survey responses has a monthly frequency. Besides being in general unrevised

and probably less susceptible to sampling and measurement errors, the survey data is also known

in advance of national accounts data.2 The usual survey questions regard recent developments

1The data can be retrieved from the Eurostat website http://europa.eu.int/comm/eurostat.
2The data is published on the last working day of the month to which it refers. This is about 45 days in advance

of the GDP flash estimate and 75 days of the first release of the national accounts, when the investment data is
actually disclosed. On the issue of sampling and measurement errors, see Claveria et al. (2007) for references.
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in trends in production, order books and stock levels, as well as forward looking questions,

regarding production and employment. Answers are usually expressed as being an “unchanged”

or “normal” situation, or as a movement “above” or “below” that standard. They are in general

of a qualitative nature and are published in the form of seasonally adjusted balances.

By construction, the answer to each question of the surveys usually represents the difference

between the percentage of firms which have noted an improvement and those which have reported

a deterioration. A typical example is “How do you expect your production to develop for the

months ahead?”, where the alternatives are “It will... (+) increase; (=) remain unchanged; (-)

decrease”. Each survey has a composite indicator, calculated as a simple aggregation of a few

answers (e.g. “Industry confidence indicator”). Most survey indicators stand between -100 (all

firms reported a deterioration) and +100 (all firms reported an improvement). The prospective

nature of some questions also predisposes them to be leading indicators of investment, which

justifies the investigation of the predictive power of lagged data. Although these features are

advantages when compared to other high-frequency information used for short-term forecasting,

the subjectivity of these indicators may make them prone to idiosyncratic factors. Given that

the usefulness of confidence indicators for business cycle analysis seems to vary from country to

country (see Santero and Westerlund (1996)), the generalization of the empirical results may be

unwarranted.

The frequency of the data used herein is quarterly, which implies that the series are derived either

from monthly averages or directly from quarterly answers that some surveys also report. These

quarterly questions include current production capacity, competitive position inside and outside

the European Union (EU), expectations regarding export orders, etc. In addition, questions

pertaining the factors limiting the production are also included. The answers to these vary from

(i) none; (ii) insufficient demand; (iii) shortage of labour force; (iv) shortage of material and/or

equipment; (v) financial constraints to (vi) other factors. The current paper will focus exclusively

in a balanced database approach, despite the limitations that this imposes on sample size for

estimation. In addition, a complete-quarter information context is replicated in the present

work, i.e situations where the three months of the quarter are all know.3

The surveys database includes several breakdowns. The usefulness of business surveys as a

source of information for investment developments concentrates herein in two of them. The

first, henceforth denominated as “database of totals”, focuses exclusively on the aggregates for

whole sectors. It includes, for example, the production trend observed in recent months for the

total industry survey, the assessment of order-books levels for the total industry survey, etc. The

second, denominated the “database of sectors”, breaks down the industry and the construction

surveys into several subsectors. It includes, for instance, the production trend observed in re-

cent months for the consumer goods sector, the food and beverages sector, etc.4 The database

3Situations in which the results of the surveys are available for part of the quarter, and the rest has to be
forecasted are excluded from the current setup.

4The surveys include other breakdowns that will not be explored here, for example by main industrial groups

5



Table 1: List of survey indicators

Codes Sectors Total and subsectors Frequency Starts in…

ICI Industry Industry Confidence Indicator, defined as (I2 -I4 + I5 )/ 2 Total Manufacturing                                                   m Jan 1 9 8 7

I1 Production trend observed in recent months Consumer Goods                                                     m Jan 1 9 8 7

I2 Assessment of order-book levels Durable Consumer Goods                                                      m Jan 1 9 8 7

I3 Assessment of export order-book levels Non Durable Consumer Goods                                                   m Jan 1 9 8 7

I4 Assessment of stocks of finished products Food, Beverages                     m Jan 1 9 8 7

I5 Production expectations for the months ahead Investment Goods                                                            m Jan 1 9 8 7

I6 Employment expectations for the months ahead Intermediate Goods                                                          m Jan 1 9 8 7

Iq1 Assessment of current production capacity q Jan 1 9 8 7

Iq2 Duration of production assured by current order-book levels q Jan 1 9 8 7

Iq3 New orders in recent months q Jan 1 9 8 7

Iq4 Export expectations for the months ahead q Jan 1 9 8 7

Iq5 Current level of capacity utilization q Jan 1 9 8 7

Iq6 Competitive position domestic market q Jul 1 9 9 4

Iq7 Competitive position inside EU q Jul 1 9 9 4

Iq8 Competitive position outside EU q Jul 1 9 9 4

Iq9 Factors limiting the production q Jan 1 9 8 7

Iq9 F1 None q Jan 1 9 8 7

Iq9 F2 Demand q Jan 1 9 8 7

Iq9 F3 Labour            q Jan 1 9 8 7

Iq9 F4 Equipment q Jan 1 9 8 7

Iq9 F5 O ther q Jan 1 9 8 7

CCI Construction Construction Confidence Indicator, defined as (C3 + C4 )/ 2 Construction as a whole m Jan 1 9 8 9

C1 Building activity development over the past 3  months Building: total m Jan 1 9 8 9

C2 Main factors currently limiting your building activity Building: residential m Jan 1 9 8 9

C2 F1 None Building: non-residential m Jan 1 9 8 9

C2 F2 Insufficient demand Public works (civil engineering) m Jan 1 9 8 9

C2 F3 Weather conditions           m Jan 1 9 8 9

C2 F4 Shortage of labour force m Jan 1 9 8 9

C2 F5 Shortage of material and/ or equipment m Jan 1 9 8 9

C2 F6 O ther factors m Jan 1 9 8 9

C3 Evolution of your current overall order books m Jan 1 9 8 9

C4 Employment expectations over the next 3  months m Jan 1 9 8 9

Cq1 O perating time ensured by current backlog (in months) q Jan 1 9 8 9

RCI Retail Trade Retail Trade Confidence Indicator, defined as (R1 -R2 + R4 )/ 3 Total Retail Trade m Jan 1 9 8 9

R1 Business activity (sales) development over the past 3  months m Jan 1 9 8 9

R2 Volume of stock currently hold m Jan 1 9 8 9

R3 O rders expectations over the next 3  months m Jan 1 9 8 9

R4 Business activity expectations over the next 3  months m Jan 1 9 8 9

R5 Employment expectations over the next 3  months m Jan 1 9 8 9

SCI Services Services Confidence Indicator, defined as (S1 + S2 + S3 )/ 3 Total Services m Jun 1 9 9 7

S1 Business situation development over the past 3  months m Jun 1 9 9 7

S2 Evolution of the demand over the past 3  months m Jun 1 9 9 7

S3 Expectation of the demand over the next 3  months m Jun 1 9 9 7

S4 Evolution of the employment over the past 3  months m Jun 1 9 9 7

S5 Expectations of the employment over the next 3  months m Jun 1 9 9 7

NOTES: The frequency of the survey releases are indicated by the letter “m” for monthly and “q” for
quarterly. The formulæ behind the composite indicators of the different surveys are also indicated, according
to the codes presented in the first column.
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Table 2: Variables of interest

GFCF Series Frequency

O verall Q

Public Q

Private Q

Residential Q

Productive Q

Construction Q

O verall excluding construction Q

of totals has 42 variables and the database of sectors has 185 variables. Information on both

databases can be found in Table 1. Due to availability issues, the sample period has 42 observa-

tions and ranges from 1997Q3 to 2007Q4. Using these distinct databases allows the evaluation

of the potential gains for forecasting purposes of using a richer information environment (in the

sense of considering information on the same sectors, but at a more detailed breakdown) given

that the information from a given sector seems a priori more targeted to forecast a given type

of GFCF (as in the case of residential building survey and, eventually, private housing GFCF).

The variables of interest in this work, listed in Table 2, are those of GFCF expenditures and sev-

eral of its subcomponents, namely Public and Private GFCF, being the latter also disaggregated

into residential and productive GFCF. In addition, a disaggregation of GFCF into construction

and total excluding construction is also considered.5 The use of all these variables relies on

the possibility that some survey data may contain important interactions that can effectively

capture contemporaneous or leading forces over the short run among all agents of the economy.

In some situations, as in the case of Public GFCF, although the data depends on Government

decisions, one should not neglect the possibility that such decisions may have spill-over effects

on the private sector, with an impact on the behavior of some survey data.

All series were tested for the presence of unit roots using standard Augmented Dickey-Fuller

(ADF), Philips-Perron (PP) and Kwiatkowski-Phillips-Schmidt-Shin (KPSS) tests, using the

longest possible time span of each series. While the survey data is tested without any transfor-

mation, the investment series were tested after taking logs.

Given the nature of the survey data (whose general movement presumably reflects the different

positions of the business cycle, and evolve, in most cases, within a fixed ±100 interval of possible

outcomes), it has been mentioned in the literature that they should be regarded as stationary

or by aggregates collected according to the NACE Rev. 1.1 classification. In addition, some time series were
eliminated given that the available time-span was considered too short or are relatively sparse, such as the
“Investment survey on the manufacturing sector”, which only gathers information on companies’ investment
plans twice a year. Information on selling prices and the consumer survey were also left out. More information
on the survey data can be found in European Commission (2007).

5Total GFCF data is taken from the database of Banco de Portugal. See Banco de Portugal (2008) and the
website www.bportugal.pt.
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Figure 1: Gross fixed capital formation expenditures in Portugal

(log first-quarter differences)
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Figure 2: Gross fixed capital formation expenditures in Portugal

(log four-quarter differences)
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variables (see, for instance, European Commission (2000)). However, the results of the above-

mentioned tests do not allow for a clear-cut conclusion in all cases, which is also a result that is

not uncommon (see European Commission (2000)) or Art́ıs and Suriñach (2003)). If one assumes

that the survey indicator is stationary in the case where at least one of the tests does allow for

this interpretation at 10% significance level, only around 20% of the data are found to be non-

stationary and should therefore probably be used only after taking first differences. The visual

inspection of some of these series, namely against other survey data where the stationary status

is less controversial, lead us to conclude that the lack of stationarity may simply be due to the

short sample period. Moreover, the use of survey data in levels is quite common in the empirical

literature and, to our knowledge, no empirical work has been carried out in first differences of

the survey data. If one applies the same criteria for the GFCF series – the variables that we are

interested in forecasting –, they can all be considered to be I(1).6

The analysis of the quarterly GFCF data will be carried out in quarter-on-quarter and in year-on-

6All stationary tests can be made available from the authors.
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year changes. On the one hand, the analysis on quarterly rates of change seems more appropriate

given that they isolate the innovation of the series in each period, but on the other hand visual

inspection suggests that the surveys may be more correlated with the behaviour of investment

on year-on-year terms. The two options can be found in the literature.7 The quarterly evolution

of some of the variables of interest is depicted in Figure 1 and the yearly evolution in Figure 2.

The quarter-on-quarter behavior of GFCF does reveal that, on some occasions, the volatility

periods are rather striking. For example, total GFCF in 1994Q4 increased almost 10% and in

1995Q1 decreased slightly less than 5%. On the contrary, there are periods, e.g. in 2003-04,

where the quarterly rates of total GFCF only oscillate between ±2%. It is also evident that the

driving forces among different sectors can also be rather different. For instance, when comparing

private and public investment, the volatility of the former during the last part of the sample

period is substantially higher than of the later. It is therefore with no surprise that some authors,

for instance Barnes and Ellis (2005), classify the investment expenditures as highly volatile and

traditionally difficult to predict. The survey data does not depict an evolution with such severe

volatility. When the focus is on year-on-year rates, the behavior of GFCF data can still be

rather volatile but the degree of volatility is by construction less striking.

3 The methodology

This section clarifies the methodology that will be used to assess the usefulness of business

surveys as a source of information that can be used to capture GFCF dynamics in Portugal. The

analysis is initiated with the estimation of autoregressive models for each variable of interest. All

models, based on quarterly data, are designed to produce 1 to 4 out-of-sample direct forecasts,

i.e. the models forecast directly h steps ahead and h = 1, 2, 3, 4. When h=1, their “nowcasting”

accuracy is being explored, given that the survey data is known in advance of national accounts

data.

The forecasting procedure associated with the autoregressive processes is clarified in Figure 3.

There are four initial specifications for each variable of interest. Besides the constant, the first

specification includes one single regressor (j = 1), the second includes two regressors (j = 2),

and so on, up to a maximum of 4 regressors. From the initial specifications, a general-to-specific

approach is followed. For each model, only one regressor is dropped at a time. This regressor

is the one with the lowest level of significance and could be any one of the initial specification

(including intermediate lags). After allowing for the sequential exclusion of all regressors that are

not significant at 10%, which ensures both in-sample fit and parsimonious features and implies

gains in degrees of freedom, there are four final specification that are all used to forecast.

The out-of-sample performance of the autoregressive processes will then be compared with that

7Rünstler and Sédillot (2003) use the survey data to forecast quarterly changes of GDP. An analysis based on
yearly frequency can be found in Hansson et al. (2005) or Claveria et al. (2007). Art́ıs and Suriñach (2003) and
Barnes and Ellis (2005) have analysis in both quarterly and yearly terms.
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Figure 3: The forecasting process for autoregressive models
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of models that only use survey data, be it with specific time series that are directly available

in the database or time series that are previously calculated from the database. The latter are

assumed to represent valuable summary indicators of the entire information set (for example,

principal components). These models that only use survey data configure what will be consid-

ered “participants in a fishing contest”, where the objective is to capture the (out-of-sample)

GFCF dynamics. The forecasting procedure associated with each participant is equal to the one

presented in Figure 3, with the exception that there are 5 initial specifications. More precisely,

the initial specifications of those models that only use survey data are constructed will be based

on a maximum regressors indexed by k, where k = 1, 2, 3, 4, 5. From the initial specifications,

the general-to-specific approach presented in Figure 3 remains in place.

As the forward-looking nature of some survey dataseries may imply that they may lead invest-

ment to some extent, each one is initially investigated in terms of its correlation against the

variables of interest. Therefore, instead of only using contemporaneous data, the correlation of

each survey with each variable of interest is computed up to four lags. The original variable is

then lagged if the highest correlation is not the contemporaneous one. More precisely, assume

that the variable xt represents a particular time series of the survey database. This variable

is then used to create the variable x⋆
i|t, where the subscript i|t highlights the possibility that,

conditional on the information available up to t, the time-subscript i can be t or t − 1,. . . , up

to t− 4. The variable xt is then replaced by x⋆
i|t, where i is defined by the highest correlation

amongst the contemporaneous and lagged variables. This implies that the original matrix X

with survey data is replaced by a matrix Xh, with the x⋆
i|t variables, which is conditional on the

number-of steps h and on the variable of interest. With 4 steps-ahead forecasts and 7 variables of

interest, analysed both in quarter-on-quarter and year-on-year rates of change, the total number

of matrices Xh is equal to 56. The criteria of using the highest correlation between each survey
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data and the variable of interest is in line with Barnes and Ellis (2005).

Finally, the participants of the fishing contest are combined with AR models. In this case, j is

set to 4 in all initial specifications while k goes again from 1 up to 5. During the general-to-

specific approach, any regressor of the initial specification can be excluded (including therefore

intermediate lags of the autoregressive structure or any regressor solely extracted from survey

data).

The choice of the maximum number of regressors of all initial specifications takes into account

the need to ensure reasonable degrees of freedom. In the case of the models that only use

autoregressive terms, the use of quarterly data also contributed to the assumption of 4 as the

maximum j. The options (i) not to choose a particular model with a pre-specified maximum

number of regressors (for instance, according to an information criteria) and (ii) to assume all

initial specifications as equally important for forecasting purposes is due to the fact that the

optimality of an in-sample fit may not be matched by an equivalent performance in terms of

out-of-sample accuracy. All final specifications are evaluated by the RMSE of out-of-sample

forecasts for the time interval between 2006Q1 and 2007Q4.8 These last 8 quarters represent

around 20% of the entire sample period. The forecasts will be generated using a expanding

window where the estimation period starts in 1997Q3.

3.1 The AR model

The AR model (henceforth denominated as “Method 0”), estimated for each variable of interest,

provides a näıve benchmark with which all other methods can be compared. This allows to infer

if there is any useful information for forecasting purposes contained in the survey data not

already inherent to the dependent variable itself.

As already mentioned, the AR process that is used for forecasting purposes is estimated following

a general-to-specific approach. The initial specifications have the following form:

yt−1+h = αh +
∑j

j=1 γjhyt−j + ǫh,t−1+h

where h = 1 . . . 4 and j = 1 . . . 4

(1)

The variable yt represents quarter-on-quarter or year-on-year rates of change, depending on the

database that is being used, and j is the maximum number of lags of each general specification.

If no lag is significant during the sequential process embodied in the general-to-specific approach,

equation (1) collapses to a constant and this is the model that is used to implement the specific

direct forecast. Moreover, if j increases but the additional regressor has the lowest level of

significance, among all those that are not significant, the model that is actually used to forecast

8The superiority of using an out-of-sample in comparison with an in-sample analysis for the purpose of evalu-
ating forecasting methods was investigated, for instance, by Tashman (2000).
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remains unchanged against the previous initial specification. Given that the procedure is followed

for 4 equations, one for each h step-ahead, note that γ is also indexed by h. To evaluate the

“nowcasting” features of the models, it will be considered that if T is the last period of the survey

data, then the available sample period of yt ends at T − 1, and therefore yT is not available.

3.2 Method 1: bridge models

The natural first participant of the fishing contest, named “Method 1” henceforth, is based on

bridge models, i.e. simple econometric formulations that establish a link, or a bridge, between

conjunctural information which is available in advance of other variables and GFCF data, so that

the former can be used to forecast the latter. These high-frequency models do not necessarily

stem from economic theory, and are thus not behavioural or structural in that sense. Previous

work regarding the usefulness of surveys for short-term forecasting has extensively focused on

this type of models.

The initial specifications of bridge models without autoregressive terms followed herein are given

by:

yt−1+h = βh +
∑k

k=1 δkhzk,t + η1h,t−1+h

where h = 1 . . . 4 , k = 1 . . . 5 and x⋆ ≡ x⋆
i|t

(2)

where k, which is the maximum number of regressors of each initial specification, and x⋆
i|t were

already defined in the beginning of this section. η1,t is an error term. The actual x⋆
i|t variables

that are included in equation (2) are the ones with the highest correlation among all x⋆
i|t variables.

The initial specifications of bridge models with autoregressive terms are given by:

yt−1+h = µh +
∑4

j=1 θjhyt−j +
∑k

k=1 ψkhzk,t + η2h,t−1+h

where h = 1 . . . 4 , k = 1 . . . 5 and x⋆ ≡ x⋆
i|t

(3)

where η2,t is an error term. The actual x⋆
i|t variables that are included in equation (3) are the

same as the ones that entered in equation (2). Note that the maximum number of autoregressive

terms is now fixed at 4, whereas in equation (1) was allowed to vary between 1 and 4.

The objective of evaluating equations (2) and (3) is to assess whether the combination of autore-

gressive processes an specific survey data improves the forecast accuracy of the models. As in the

forecasting process of autoregressive models depicted in Figure 3, the most parsimonious bridge

model is then constructed for equations (2) and (3), following an identical general-to-specific
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approach. This approach allows more flexibility in the definition of the final specification of each

model.9

3.3 Method 2: standard PC

Given that the survey database incorporates time series that have a high degree of correlation

among them, a standard methodology that explores this feature is the principal components

methodology. This participant in the fishing contest, henceforth denominated “Method 2”,

constructs linear combinations of the time series that can be seen as summary indicators of

the entire database. The method allows to take advantage of a large set of indicators without

loosing too many degrees of freedom, as would happen in a standard OLS regression framework.

The standard approach, used in this section, consists in deriving the components from the

correlation matrix of the original variables. In this case, all x⋆
i|t variables are assumed, using the

expression mentioned by Chatfield and Collins (1996), to “arrive on an equal footing”. Let Z

be a standardized T ×N variables matrix, where T corresponds to the number of observations

and N to the number of variables. The components can be obtained from the matrix of second

moments of the variables, i.e (NT )−1Z ′Z10.

The estimated equations used to forecast have the same form as equations (2) and (3). The

only qualitative difference is that the variable x⋆
i|t does no longer represent specific time series

of the survey database, lagged or contemporaneous, and contains, instead, the first principal

components. Given that the equation that is used for forecasting purposes is estimated following

the same general-to-specific approach, all principal component are excluded if they are not

statistically significant at 10%.11 If the components are available up to T , it is assumed that yt

is only available up to T − 1.

3.4 Method 3: targeted PC

The possible need of going beyond the standard use of the principal components methodology

has received some attention in the empirical literature. Bai and Ng (2007) or Bai and Ng (2008)

highlighted the importance of having regressors that take into account that the goal is to forecast

a specific series and not necessarily to explain the total variance of a given database. Moreover,

there is no reason to think that factors that best explain a particular economic variable are also

the same that explain another (completely different) variable. The expression “targeted PC”

9Alternative approaches could have been pursued, as for example combining the forecasts from the AR model
and each of the fishing contest participants, or setting the the number of autoregressive terms to enter equation
(3) to a fixed number.

10Alternatively, the principal components can also be extracted from (NT )−1
ZZ

′.The principal component
methodology is analysed in detail in Jackson (1991) or Jollife (2002).

11The generalization of equations (2) and (3) should allow for lagged principal components. However, the
reduction in the degrees of freedom and some preliminary empirical evidence showing that the results did not
seem qualitatively superior, lead us to abandon this line of research. Another method that was not pursued is
based on a state space approach and on the use of the Kalman filter. An example of this approach may be found
in Hansson et al. (2005)).
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is taken from the expression “targeted predictors” of Bai and Ng, which highlights exactly this

issue of finding adequate components for forecasting purposes.

The new participant of the fishing contest, henceforth denominated “Method 3”, starts by

computing all principal components, as in the standard approach, but searches for those that are

more correlated with the variable of interest, instead of choosing the first ones. Therefore, instead

of having the sole objective of explaining the larger percentage of the total variation of the survey

data, which is a problem not conditional on the variable of interest, this participant chooses

the more correlated components, where the first component is an equal candidate against all

others. Moreover, with this approach, different dependent variables and different out-of sample

forecasting horizons can bring about different components as regressors, instead of focusing

exclusively in the first components.

The estimated equations used to forecast with this participant have the same form as equations

(2) and (3). But in this case,x⋆
i|t contains time series which use the components that are more

correlated with the variable of interest for each step ahead. The procedure of finding the most

parsimonious model, using the general-to-specific approach, within a expanding window over the

last 8 periods remains unchanged. This implies once again that a component may be excluded

if it is not statistically significant at 10%.

3.5 Method 4: weighted PC

Dias et al. (2008) suggested that instead of using the standard principal components methodol-

ogy, the forecasting model could include a synthetic indicator that uses a particular weighting

scheme of all components. This will define the next participant in the fishing contest, henceforth

denominated “Method 4”. In particular, the authors suggested that the nth-principal component

(PCn) should be weighted by ωn, defined as:

ωn =

(
λn

λ1

)
cov(PCn, yt+h) (4)

where λn is the nth-eigenvalue associated to the nth-eigenvector with unit length and

cov(PCn, yt+h) is the covariance between PCn and yt+h. The intuition behind ωn, which is

a combination between two forces at work, is rather straightforward. If λn is very high, then the

associated PCn is capturing a significant percentage of the total variance present in the survey

database and therefore should receive a high weight. However, if the covariance between PCn

and the variable of interest is negligible, then its weight should be low. It’s the combination of

these forces - alignment with the directions of the common movement of all variables present

in the survey database and alignment with the variable of interest - that defines it’s effective

weight. Note also that to implement direct forecasts, there will exist a different ωn for each h.

However, to simplify the notation, this additional subscript was omitted from (4). Assuming
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that N principal components exist, the synthetic indicator is defined as:

F ⋆ =

N∑

n=1

ωnPCn (5)

3.6 Method 5: correlation-oriented PC

The principal components methodology can be applied on any second-moment matrix of the

initial information set. Choosing the correlation matrix, as in Methods 2 to 4, instead of the

original variance-covariance matrix involves a definitive, but arbitrary, decision to make all vari-

ables “equally important”.12 The next participant of the fishing contest assumes that the survey

indicators are not equally important and therefore each survey indicator should have a different

weight. Once again, given that the goal is to find adequate regressors, these weights should

somehow be linked with the ability of projecting the variable of interest. With this problem,

instead of finding summary indicators of the original database, we suggest finding summary

indicators of (ZΘ), which implies that the components are extracted from (NT )−1(ZΘ)′(ZΘ).

The eigenvectors of this problem are in general not equal to those of the standard approach.

The series included in (ZΘ) will continue to have zero mean, as in the standard approach, but

no longer unit variance. The variance is now dependent on Θ. Note that the standard principal

components are a special case of this method, given that it can be obtained when Θ ≡ I, the

identity matrix.

This participant in the fishing contest opens up a possibility that has an infinite number of

alternatives. Any set of weights is potentially usable. One could set some elements of the

main diagonal of Θ to zero if some series should be in fact excluded from the computation of

the components, or to a very high number in comparison with the other elements of the main

diagonal of Θ if their importance should be clearly above the others. The current participant,

henceforth denominated “Method 5”, explores one single weighting scheme: each element of

the main diagonal of Θ is defined as the least square coefficient coming from an univariate

regression between each (standardized) x⋆
i|t variable and the (standardized) variable of interest.

Therefore, the original standardized survey variable x⋆
i|t is replaced by βx⋆

i|t
× x⋆

i|t, which may

be seen as their “univariate contribution” to the projection of the variable of interest. βx⋆

i|t
is

the least square coefficient of the regression of y on x⋆
i|t. The higher this coefficient, the higher

the importance of this particular survey data for the computation of the components defined

in (??). Note that (i) if all βx⋆

i|t
were identical, then there would be no qualitative difference

against the standard principal components methodology; but (ii) if all βx⋆

i|t
are different, which

is the current situation, the survey indicators do not arrive anymore on an equal footing and

instead receive different weights that are dependent on yt and on h (the number of steps-ahead

forecast). Given that all x⋆
i|t variables are previously standardized, this procedure is effectively

12See Jackson (1991), Chatfield and Collins (1996) and Jollife (2002).
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weighting the variables by their correlation with the variables of interest.13 With this procedure,

the different weights are expected to guide the components towards the variable of interest. This

feature has been used to name this participant in the fishing contest: “correlation-oriented PC”.

3.7 Method 6: partial least squares

By combining features from principal components and standard OLS regressions, the Partial

Least Squares (PLS) regression emerges as an alternative method to compute adequate regressors

for forecasting purposes.14 The variant of PLS used herein is such that the dependent variable

is only one (this has been named in the literature as PLS1), which implies that the components

of agiven matrix X with exogenous variables will be extracted for each variables of interest

and for each step-ahead. More precisely, the goal will be to predict the specific (standardized)

dependent variable y from a database of (standardized) x⋆
i|t variables, while preserving a well-

defined structure. This participant in the fishing contest, henceforth denominated “Method 6”,

shares with the principal components methodology the well-defined structure that it constructs

orthogonal components from the survey database. However, whereas the principal components

are defined such that they only explain the variance of the survey data, the components produced

by the PLS technique are conditional on the variable of interest. In addition, it should be clarified

that when PLS method includes several orthogonal components, the survey data was used to

produce a single time series (the ŷ produced by the PLS regression).

4 Empirical evidence

This section assesses the out-of sample accuracy of the methodologies introduced in Section 3.

This empirical evidence is derived from the database of totals and from the database of sectors,

as defined in Section 2. The dependent variables were presented in Table 2 and are analysed

both in quarter-on-quarter and in year-on-year terms.

As mentioned in Section 3, all models are estimated using a general-to-specific approach. After

neglecting all variables which are not significant at 10%, the autoregressive models and the par-

ticipants in the fishing contest are used to produce out-of-sample direct forecasts. Appendices

B and C are derived from this output but contain only the results for the models with higher

forecasting accuracy, defined by the lowest out-of-sample RMSE.15 The initial rows of each table

included in Appendices B and C contain the minimum RMSE that was obtained by using equa-

tion (1), i.e models solely based on autoregressive terms. These RMSE are in absolute terms for

all steps ahead. The comparison between these figures and the outcome of the various models

13Another way to use OLS to produce different Θ is to use a multivariate environment. However, this implies
that multivariate regression can be implemented, which is not the case herein, given that the number of variables
is higher then the number of observations.

14The multivariate PLS methodology is briefly reviewed in appendix A.
15All the remaining results are available upon request.
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based on equation (2), i.e without autoregressive terms, is reported in Appendix B. The com-

parison using equation (3), i.e with regressors derived from the combination of the information

of the survey database and autoregressive terms, is reported in Appendix C. Both appendices

have identical structures. The rows that make the comparison for all methodologies and for

h = 1, 2, 3, 4 are in relative terms, where a value higher/lower than 1 indicates higher/lower

RMSE against the best model solely based on autoregressive terms. If the figure is below 1,

then the survey data contains valuable information for forecasting purposes that is not present

in the autoregressive process. This situation is highlighted in bold on all the tables and the

lowest relative RMSE is highlighted with a shaded area. The average of all minimum RMSE,

across h = 1, 2, 3, 4, is also reported, and this may be used as an indication regarding the forecast

accuracy of each participant for all forecasting horizons. In addition, the situations highlighted

with an asterisk (∗) indicate that, according to the Diebold-Mariano test (see Diebold and Mar-

iano (1995)), the RMSE of that participant is statically different from the one of the benchmark

autoregressive process.

The empirical results for the case when the dependent variables are expressed in quarter-on-

quarter terms and the models are described by equation (2) are presented in tables 3 and 4 of

Appendix B, for the database of totals and of sectors, respectively. For both databases, the

best AR model has usually a relative low order, being often composed exclusively of a constant.

In the context of models solely based on autoregressive terms, as defined in Section 3, the fact

that this simple formulation is found to have the best forecasting performance may be in part

related with the specificity of the out-of-sample data, in which periods of positive growth are

in most cases followed by periods of negative growth. Among the participants in the fishing

contest, bridge models and PLS forecasts are the most accurate against the AR process in both

databases, given that they can produce the lowest relative RMSE. The best specification for these

models includes in general a relatively large initial number of components, usually between 3

and 5. The remaining methods are many times unable to improve on the näıve AR benchmark,

even when an increasing number of regressors is considered in the models’ initial specifications.

This result, which is based on the number of times that the relative RMSE is higher than 1, is

particularly noticeable in the case of the totals database and of the private GFCF and private

housing GFCF. Regarding the differences across databases, while PLS seems better for the totals

database, in the sense that it is the best model at most horizons for a given dependent variable,

bridge models are consistently better for the database of sectors. This database leads also to a

relatively broad-based reduction in the minimum RMSE in comparison with the results for each

fishing contest participant and forecasting horizon based on the database of totals. Moreover,

there are more participants with a lower than 1 relative RMSE. This indicates that using a richer

information environment can lead to gains in terms of forecasting performance, and suggests that

the information from a given sector may be more targeted to forecast a given type of quarterly

GFCF growth.

When the dependent variable is expressed in yearly terms (tables 5 and 6 of appendix B), the
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performance of all methods is in general also improved by the use of information from the

database of sectors, and many participants start to depict lower than 1 relative RMSE. The

best-performing relative out-of-sample autoregressive model have in general either one or four

lags in their initial specification. In the latter case, this is the maximum number of lags allowed

in equation (1). Summing up, in the case of the database of totals, the best methods from

the out-of-sample forecasting perspective are methods 1 (bridge model) and 2 (standard PC),

and, in the case of construction GFCF, method 3 (targeted PC). In the case of the database of

sectors, the best methods are scattered across methods 2 , 3 and 5 (correlation-oriented PC).

Therefore, the empirical evidence using the yearly changes shows that the methods that use

a summary of the whole database outperform the AR models, which was many times not the

case when the dependent variables were in quarterly rates. Given that quarterly rates of change

are more volatile (see Section 2), the idiosyncratic information required to forecast them might

be more easily provided by specific dataseries. On the other hand, given that the dynamics

of the yearly rates of change are smoother, they may be more closely related to an aggregate

measure of all surveys. When the participant is a bridge model, although its relative RMSE is

not systematically the lowest in the database of sectors, as it was in the database of totals, it

continues to depict lower than 1 figures.

The empirical evidence on models with autoregressive terms and information derived from sur-

vey data, in line with the initial specification of equation (3), are presented in tables 7 to 10

of Appendix C. The results show that the inclusion of AR terms implies, in general, an im-

provement in the out-of-sample forecasting accuracy, although this gain is more evident when

the model forecasts year-on-year rates of change, possibly because the best specification found

for AR models for quarter-on-quarter rates of change was often a constant, as previously men-

tioned. The reduction in the relative RMSE is more relevant for the database of totals than

for the database of sectors. In many cases, particularly for year-on-year forecasts, the equation

that led to a reduction in the RMSE includes less survey dataseries, implying that the loss in

degrees of freedom is relatively contained. The inclusion of AR terms in the models usually

does not change the previous conclusions regarding which are the best performing models for

each GFCF component and at each horizon, with the exception of some models that rely on

information from the database of sectors for year-on-year forecasts (table 10). In particular,

method 3 (targeted PC) shows the lowest RMSEs along with method 2 (standard PC).

Although in many cases the differences between the fishing participants and the corresponding

autoregressive benchmark model are found to be statistically significant at a 10% significance

level, according to the Diebold-Mariano test, this result is more frequent for the case of quarter-

on-quarter forecasts. However, it should be mentioned that these results are conditioned by the

small size of the out-of-sample period, which has only 8 observations.

As concerns methods that comprise a summary of the whole survey database, method 2, which

aims at explaining the variance of the survey database, is in general outperformed by one of
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the methods 3 to 6, in the case of quarter-on-quarter forecasts. By taking into account the

correlation between the survey data and the dependent variable, these latter models emerge

more appropriate for forecasting purposes. On the contrary, when the dependent variables

are in year-on-year terms, the standard principal components appear to be more accurate in

forecasting, although all methods depict in general lower then 1 relative RMSEs.

Finally, the results across all participants, modeling schemes or forecasting horizons indicate

that bridge models are in many cases considered, if not the best method in relative terms, a

method that produces a large percentage of lower than 1 relative RMSEs, which is somewhat

striking due to their simplicity. This indicates that particular survey dataseries do seem to

possess non-negligible leading characteristics, which are isolated in the case of bridge models. In

the case of the remaining methods, which try to summarize all or a large part of the information

in the database, those leading characteristics may somehow be blurred.

Actual survey dataseries that are included in bridge models with autoregressive terms estimated

at each forecasting horizon and for each component are presented in Tables 11 to 14 of Appendix

D.16 The selected survey dataseries are the ones that are used to forecast the last out-of-sample

quarter, 2007Q4. In general, questions related to the retail trade survey, and, in the case of the

database of sectors, to food and beverages, are frequently included in the specification of the

best out-of-sample performing model in the shorter forecasting horizons, that is, for current and

one-quarter ahead forecasts. The likely high turnover in these sectors seems to bring along a

higher accuracy in the measurement of short-term changes in the economic environment, being

more correlated with the volatile changes in GFCF.

For longer forecast horizons, the questions to production and/or export expectations seem to

play a relevant role in the equations, either referring to the overall industry, in the case of the

database of totals, or to the industries of investment goods and durable consumption goods,

in the case of the database of sectors. It is also worth mentioning that the questions relating

to factors limiting the production often play a role, particulary those pertaining shortage of

equipment and labour. The decision by firms to change their labour force and stock of capital is

influenced by either substitution effects (investment may increase the productivity of the capital

stock, reducing the need to increase the labour force), or complementarity effects (as new workers

may require capital goods to work with). In the present work, the regression coefficients on the

questions related to labour as a limiting factor to production are always negative, indicating

that the substitution effects seem to be dominant. Finally, questions related to construction do

not seem to appear as explanatory variables for the GFCF components as often as it would be

expectable, in particular for public, private housing or construction GFCF. However, in the cases

16The corresponding results for the models without AR terms, available on request, show no significant changes
in the composition of the bridge models, apart from, in general, a reduction in the number of survey dataseries
considered in the best final specification. The only exception is in the case of year-on-year forecasts from the
database of sectors. In fact, when autoregressive component is added to this model, the best specification of
the model in out-of-sample terms includes additional survey dataseries, which in the shorter forecasting horizons
relate essencially to the retail and food and beverages surveys.
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of tables 11 and 14, they seem to be relevant at some horizons for explaining these variables.

5 Conclusions

The main objective of this paper is to assess the usefulness of business surveys as a source of

information for investment developments in Portugal. The analysis is based on two databases

of quarterly survey data. The first, denominated “database of totals”, focuses exclusively on

aggregates for whole sectors. The second, denominated “database of sectors”, breaks down the

industry and the construction surveys into several subsectors. The investment variables were

assessed in quarter-on-quarter and year-on-year terms and refer to Total GFCF, public, private,

the later divided further into residential and business, and, finally, construction and Total GFCF

excluding construction.

The analysis was implemented on the basis of three approaches. The first approach was to esti-

mate autoregressive processes for all variables of interest, while the second step was to estimate

models that only use specific survey data or some sort of summary indicators of the survey

database. Finally, each autoregressive processes was augmented with the information that is

solely derived from the survey data.

The predictive power of business surveys was implemented by what was named a “fishing con-

test”, where the “participants” are bridge models, models based on principal components (de-

rived from standard and non-standard methods), and models built with the outcome coming from

partial least squares regressions. All models were designed to produce 1 to 4 out-of-sample direct

forecast and a general-to-specific approach was followed. This criteria ensured both in-sample

fit and parsimonious features. Instead of choosing one single model to implement a particular

direct forecast, dependent, for instance, on an information criteria, all initial specifications were

evaluated assuming that they did not have, ex ante, different degrees of importance for forecast-

ing purposes. This option has the likely advantage that the optimality of an in-sample fit may

not be matched by an equivalent performance in terms of out-of-sample accuracy. However, it

does shift the evaluation of the “participants” towards a high dependency on the out-of-sample

period that is used to compute the forecasting errors, which was fixed between 2006Q1 and

2007Q4.

The results of this analysis imply that in general, there is always some participant in the fish-

ing contest that produces a lower out-of-sample RMSE than the one associated with single

autoregressive processes. This conclusion is valid for both quarter-on-quarter and year-on-year

variables, and as well as for the two databases of surveys. Therefore, there seems to exist useful

information for forecasting purposes in the survey data that is not already inherent to the depen-

dent variable itself. In addition, the relative RMSE of the majority of methods show a general

tendency to decrease when they are augmented with autoregressive processes, which implies

that the surveys, notwithstanding their diversity, are not able to capture all the information
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contained in the past values of the variables. This is particularly the case when the dependent

variables are expressed in year-on-year changes.

For the purpose of forecasting total GFCF and its components, the use of the database of sectors

yields in general better results than the database of totals. Although the emprical evidence

allows to conclude that no method substantially and systematically outperforms others for each

forecasting horizon, or dependent variable, bridge models appear as the best in several cases. In

this context, and conditioned on the specific nature of the dependent variable, the information

provided by a few particular survey dataseries does seem to possess leading characteristics, which

may be blurred in the case of the remaining methods, which try to summarize all or a large part

of the information in the database. The composition of bridge models suggests that the retail

trade and food and beverage industry surveys are frequently useful for forecasting investment

in the short run, while the questions related to production expectations and equipment and

labour as a main factor limiting production, particulary in the consumption and investment

goods industries play a relevant role in the longer run.

Regarding future lines of research, one may perhaps investigate the predictive power of matrices

with lower dimensions. The inclusion of exogenous variables that are not very informative about

the dependent variable and the potential reduction in the forecasting ability of methods based on

principal components has been mentioned by some authors (see, for instance, Bai and Ng (2007)).

Nevertheless, given the relative accuracy of the database of sectors, the selection criteria should

perhaps be applied on as many potential regressors as possible. Besides autoregressive terms and

time series based on survey data, a natural future line of research could be to investigate whether

the out-of-sample RMSE can be further lowered with additional time series. Other methods, such

as those based on dynamic principal components (see Kabundi (2004)) or alternative weighting

schemes of the survey data, which could include a selection based on out-of-sample criteria or

forecast combination of different models, are also areas of possible future research.
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Appendices

A Partial least squares

The aim of PLS is to model specific linkages between two sets of observed data by means of

unobserved components. It comprises several alternatives that have become popular in various

fields, including chemometrics, bioinformatic, food research, medicine, pharmacology, social

sciences, etc (see Rosipal and Kramer (2006) for references). PLS is used herein with the sole

objective of implementing out-of-sample forecasts. Using a multivariate framework, the PLS

regression can be written as:

Yt = XtβPLS + ξt (6)

where Y has M endogenous variables (the first set of observed data), X contains N exogenous

variables (the second set), βPLS is a (N ×M) matrix with PLS coefficients and ξt is an error

term. Both information sets have T observations and the PLS estimate of Y is given by Ŷt =

Xtβ̂PLS. Following Rosipal and Kramer (2006), this formulation can be derived from the following

structural relationships:

X

(T×N)

= S

(T×p)

P ′

(p×N)

+ ǫX

(T×N)

(7)

Y

(T×M)

= U

(T×p)

Q′

(p×M)

+ ǫY

(T×M)

(8)

U

(T×p)

= S

(T×p)

B

(p×p)

+ ǫU

(T×p)

(9)

where S and U are matrices of p components, P and Q are matrices of loadings, B is a diagonal

matrix with scalars linking the components and ǫi are matrices of residuals, i= X, Y or U. The

matrices’ dimensions are in brackets. With the exception of Y and X, which are matrices with

observed data, all other matrices are unknown.

Taken separately, equation (7) could be seen as a standard representation of X using orthogonal

components, which could be principal components, where ǫX is an empty matrix if the p vectors

perform an exact decomposition of X. Equation (8) has a similar structure and together with

(7) build the outer structure of PLS. If equation (9) did not exist, X and Y would have no

operational link in the structural relationships. Equation (9) represents the inner structure

of PLS. This is nevertheless a partial least squares framework given that instead of regressing

Y on X, as in the case of the standard OLS regressions, the linear link is constructed with
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components. The PLS method consist in directly extracting orthogonal components from X

under the operational restriction that they are also relevant to “predict” Y . In particular, let s

and u be components belonging to S and U , respectively, and w and c be vectors that weight

the two information sets, i.e s = Xw and u = Y c. The problem is then to find vectors w and c

such that w′w = c′c = 1 and s′u is maximal.

To derive an equation that is fully equivalent to an OLS estimation of Y , using S as orthogonal

regressors, it is only necessary to note that the expression U of (9) can be replaced in (8).

Y = SBQ′ + E (10)

where E = (ǫUQ
′ + ǫY) is an error term. To derive an equation that takes the form of (6),

equation (7) can be solved for S, for instance, after having post-multiplied it by W , which is a

matrix that stacks all vectors w that were previously computed. If one replaces the outcome in

(11), this leads to:

Y = X[W (P ′W )−1BQ′] + ξ (11)

where ξ = E+ ǫX(P ′W )−1BQ′ is an error term. Equation (11) defines the PLS regression where

βPLS = W (P ′W )−1BQ′. The expression for βPLS is not the sole possible representation. Rosipal

and Kramer (2006) include alternative specifications.

The solution to the estimation of all matrices that are not directly observable can be found by

using the outcome of the nonlinear iterative partial least squares algorithm (NIPALS), which is

discussed in several papers, including Abdi (2003) or Rosipal and Kramer (2006). An alternative

solution can be found by using adequate eigenvalue/eigenvector problems. A classic tutorial on

PLS can be found in Geladi and Kowlaski (1986), which also includes several variants of NIPALS,

including the one where the outcome reproduces the standard eigenvalue/eigenvector outcome

of the principal components methodology. Finally, it will be assumed that S′S = I, where I is

the identity matrix. Some variants of the PLS technique do not require S to have unit norm.

In the empirical results of this paper, (i) the estimation problem was solved with NIPALS

and the program builds on the Matlab code downloaded from the webpage of Hervé Adbi

(www.utdallas.edu/∼herve), which also respects the restriction that S′S = I. NIPALS starts

with a random initialization of the component u = u0 and proceeds with the computation (up

to a negligible numerical error) of all necessary vectors u, s, c and w, which are sequentially

stacked in matrices U ,S,C and W ; (ii) the decomposition of Y as a matrix of variables was not

pursued and M was set to 1. This procedure, which has been named PLS1 in the literature,

reduces the complexity of the system and produces a βPLS that is a simple column vector.
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Out-of-sample RMSE for q-o-q forecasts: Database of Totals, AR terms excluded from models 2 to 6
No. of periods ahead

h
Method 0 -AR Model 0 0.021 1 0.069 1 0.018 1 0.034 2 0.018 1 0.033 1 0.030 1

1 0.022 3 0.069 1 0.020 4 0.034 1 0.023 2 0.033 1 0.032 3
2 0.021 1 0.061 4 0.019 1 0.034 2 0.019 1 0.033 2 0.029 1
3 0.021 4 0.060 4 0.019 4 0.034 1 0.019 1 0.033 1 0.028 1

Average 0.022 4 0.070 1 0.020 1 0.034 1 0.020 1 0.033 1 0.030 1
Method 1 -Bridge Model

0 1.02 1 * 0.71 3 * 1.05 4 * 0.97 5 * 1.19 2 0.96 5 * 0.90 5
1 1.12 3 * 0.83 3 * 0.98 4 * 1.04 1 0.87 5 * 1.03 3 * 0.81 2
2 0.88 3 * 0.83 5 0.87 3 * 0.86 4 1.07 4 1.10 3 * 0.88 3 *
3 1.04 2 * 1.07 4 0.80 4 * 0.85 4 * 0.93 4 * 0.98 4 * 0.89 2 *

Average 1.03 3 0.82 3 0.95 4 0.95 4 1.02 4 1.03 5 0.89 2
Method 2 - Standard PC

0 1.00 4 * 0.87 5 * 1.08 5 1.05 1 * 1.06 2 0.92 4 * 0.90 2
1 0.98 4 * 0.82 5 1.01 2 1.09 1 * 0.98 1 * 0.98 4 * 0.78 4
2 1.04 3 * 0.94 4 0.99 2 * 0.96 2 * 0.95 5 * 1.03 1 * 0.99 2
3 0.96 2 1.05 3 0.90 2 0.89 2 * 0.99 2 1.06 1 * 1.02 5 *

Average 1.00 2 0.87 4 0.96 2 1.03 2 1.00 2 1.02 1 0.94 2
Method 3 - Targeted PC

0 1.08 1 * 0.75 5 * 1.13 1 1.04 1 * 1.15 4 0.98 5 * 0.85 1
1 0.94 4 * 0.86 2 0.91 4 * 1.22 1 * 0.84 5 * 0.89 3 * 0.92 3
2 1.15 2 * 0.89 1 1.01 3 * 1.18 1 0.68 3 * 1.03 3 * 1.06 5 *
3 1.04 3 * 0.99 1 0.84 1 * 1.02 3 0.87 2 * 1.07 1 * 1.09 3 *

Average 1.07 1 0.85 3 1.01 1 1.15 1 0.94 2 1.02 1 1.02 1
Method 4 - Weigthed PC

0 1.07 1 * 0.96 1 * 1.15 1 1.05 1 * 1.16 1 * 0.99 1 * 0.96 1
1 1.06 1 * 0.97 1 * 1.07 1 * 1.04 1 * 0.95 1 * 0.99 1 * 1.01 1
2 1.09 1 * 1.11 1 1.13 1 * 1.06 1 * 1.17 1 1.03 1 * 0.99 1
3 0.99 1 1.09 1 1.05 1 1.04 1 * 1.04 1 * 1.04 1 * 1.04 1 *

Average 1.04 1 0.95 1 1.06 1 1.05 1 1.07 1 1.01 1 1.00 1
Method 5 - Correlation Oriented PC

0 1.08 1 * 0.84 5 * 1.15 1 1.05 1 * 1.09 4 0.96 4 * 0.91 2
1 0.98 5 * 0.89 3 * 1.08 1 * 1.05 1 * 0.96 1 * 0.95 4 * 0.82 4
2 1.08 2 * 0.87 5 1.14 2 * 1.09 1 1.12 5 1.02 1 * 1.03 1
3 1.08 2 * 1.04 5 1.09 3 * 0.91 2 * 1.05 4 * 1.05 1 * 1.00 2 *

Average 1.06 2 0.84 5 1.08 3 1.04 2 1.06 4 1.01 1 0.94 2
Method 6 - PLS

0 0.94 2 * 1.06 1 * 0.87 2 0.80 5 * 0.92 2 0.97 4 * 0.74 4
1 0.91 4 * 1.07 1 * 0.87 2 * 0.81 5 * 0.75 2 0.87 4 * 0.77 2
2 0.91 4 * 1.22 1 0.87 5 * 0.85 5 0.91 5 * 0.98 3 * 0.88 4
3 1.04 4 1.26 1 1.00 5 * 0.84 4 * 0.98 5 * 1.04 4 * 0.94 1 *

Average 0.95 4 1.06 1 0.92 2 0.82 5 0.94 2 0.98 4 0.88 4

Notes: 
RMSE in levels in the case of Method 0 and in percentage of Method 0 in the case of the remaining methods.
Bold indicates a smaller RMSE than the one of method 0. Shading indicates the best method at each step, given that it has a smaller RMSE than method 0.
(a) Indicates the number of regressors included in the initial specification of the equation that corresponds to the lowest RMSE. In the case of Method 6, indicates the number of orthogonal components extracted from the matrix of regressors X.
(*) Indicates that the RMSE is statistically different than the one of the corresponding AR model according to the Diebold-Mariano test at a 10% significance level.

DMOverall GFCF Public GFCF
Overall GFCF 

excluding 
contruction

Private GFCF
Private 

Housing 
GFCF

Private 
Productive 

GFCF

Construction 
GFCF

Regressors(a) Regressors(a) Regressors(a) DMDM DM DM DMRegressors(a) Regressors(a) Regressors(a) Regressors(a)DM
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Out-of-sample RMSE for q-o-q forecasts: Database of Sectors, AR terms excluded from models 2 to 6
No. of periods ahead

h
Method 0 -AR Model 0 0.021 1 0.069 1 0.018 1 0.034 2 0.018 1 0.033 1 0.030 1

1 0.022 3 0.069 1 0.020 4 0.034 1 0.023 2 0.033 1 0.032 3
2 0.021 1 0.061 4 0.019 1 0.034 2 0.019 1 0.033 2 0.029 1
3 0.021 4 0.060 4 0.019 4 0.034 1 0.019 1 0.033 1 0.028 1

Average 0.022 4 0.070 1 0.020 1 0.034 1 0.020 1 0.033 1 0.030 1
Method 1 -Bridge Model

0 0.94 4 0.84 5 * 0.97 4 0.86 5 1.23 4 0.74 4 * 0.79 3
1 0.60 5 * 0.68 5 * 0.82 5 * 0.55 5 * 0.62 5 * 0.79 5 * 0.69 4
2 0.74 4 * 0.86 3 0.76 4 * 0.90 5 0.68 5 * 0.80 5 * 0.90 3 *
3 0.93 3 0.99 3 0.86 3 * 0.96 3 0.86 2 * 0.66 5 * 0.84 3 *

Average 0.84 5 0.82 5 0.87 4 0.83 5 0.87 5 0.75 5 0.83 3
Method 2 - Standard PC

0 0.93 2 0.95 5 * 0.97 2 1.03 2 0.98 2 0.98 1 * 0.81 2
1 0.75 4 0.90 4 * 0.82 4 1.11 2 * 0.80 2 0.91 5 * 0.82 2
2 0.95 2 1.06 4 0.93 2 0.92 3 0.97 2 * 0.91 4 * 1.00 1 *
3 0.88 2 1.15 4 0.88 2 0.84 5 0.89 2 * 1.00 5 * 1.03 2 *

Average 0.90 2 0.94 5 0.89 2 1.00 3 0.90 2 0.98 2 0.91 2
Method 3 - Targeted PC

0 1.09 2 * 0.91 4 * 1.25 5 * 0.87 4 1.03 2 * 0.98 1 * 0.81 1
1 0.77 3 0.88 2 0.62 4 * 1.00 2 * 0.79 1 * 0.86 4 * 0.81 3
2 0.89 2 1.03 4 0.93 1 1.00 1 0.97 1 * 1.06 1 * 0.96 3
3 0.84 4 * 1.01 4 0.88 1 0.77 5 * 0.89 1 * 1.01 5 * 1.02 2

Average 0.90 2 0.90 4 0.97 1 0.99 4 0.93 1 1.05 1 0.90 1
Method 4 - Weigthed PC

0 1.07 1 * 0.99 1 * 1.13 1 1.06 1 * 1.15 1 * 0.98 1 * 0.98 1
1 1.04 1 * 0.98 1 * 1.04 1 * 1.05 1 * 0.92 1 * 0.99 1 * 0.98 1
2 1.08 1 * 1.12 1 1.16 1 * 1.11 1 * 1.19 1 * 1.02 1 * 0.94 1 *
3 1.12 1 * 1.11 1 1.21 1 * 1.12 1 * 1.22 1 * 1.05 1 * 0.95 1 *

Average 1.06 1 0.96 1 1.09 1 1.09 1 1.10 1 1.01 1 0.96 1
Method 5 - Correlation Oriented PC

0 0.95 2 0.99 1 * 0.99 2 1.04 2 1.03 2 0.98 4 * 0.89 2
1 0.92 2 0.97 5 * 0.92 2 1.02 2 0.84 2 0.92 5 * 0.85 2
2 0.99 2 1.10 2 1.12 2 * 0.97 4 1.12 2 0.98 4 * 0.95 1 *
3 0.89 2 1.14 3 0.94 2 0.86 4 * 0.91 2 0.90 2 * 0.96 1 *

Average 0.93 2 0.97 4 0.95 2 0.98 4 0.96 2 0.97 2 0.93 2
Method 6 - PLS

0 0.88 2 * 1.09 1 * 0.86 2 * 0.87 5 * 0.89 2 0.98 2 * 0.80 2
1 0.92 2 * 1.11 1 * 0.83 2 * 0.90 4 * 0.77 2 1.01 4 * 0.76 2
2 1.00 2 * 1.28 1 0.92 2 * 0.89 4 * 0.94 2 * 0.97 4 * 0.87 1 *
3 0.96 4 * 1.40 1 * 0.94 2 * 0.86 2 * 0.93 4 * 0.95 4 * 0.92 1 *

Average 0.98 2 1.12 1 0.86 2 0.90 4 0.90 2 0.98 4 0.85 2

Notes: 
RMSE in levels in the case of Method 0 and in percentage of Method 0 in the case of the remaining methods.
Bold indicates a smaller RMSE than the one of method 0. Shading indicates the best method at each step, given that it has a smaller RMSE than method 0.
(a) Indicates the number of regressors included in the initial specification of the equation that corresponds to the lowest RMSE. In the case of Method 6, indicates the number of orthogonal components extracted from the matrix of regressors X.
(*) Indicates that the RMSE is statistically different than the one of the corresponding AR model according to the Diebold-Mariano test at a 10% significance level.

DMDM DM DM DMRegressors(a) Regressors(a) Regressors(a) Regressors(a)DM DMOverall GFCF Public GFCF
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Housing 
GFCF

Private 
Productive 

GFCF

Construction 
GFCF

Regressors(a) Regressors(a) Regressors(a)

27



T
ab

le
5:

O
u
t-of-sam

p
le

R
M

S
E

for
y
-o-y

forecasts:
D

atab
ase

of
totals,

A
R

term
s

n
ot

in
clu

d
ed

in
M

eth
o
d
s

1
to

6

Out-of-sample RMSE for y-o-y forecasts: Database of Totals, AR terms excluded from models 2 to 6
No. of periods ahead

h
Method 0 -AR Model 0 0.026 2 0.094 3 0.022 1 0.030 4 0.022 1 0.033 4 0.029 1

1 0.035 4 0.091 3 0.033 4 0.040 2 0.034 4 0.045 3 0.041 1
2 0.041 2 0.131 2 0.035 1 0.036 1 0.036 1 0.054 4 0.043 1
3 0.040 2 0.143 4 0.032 2 0.034 1 0.034 2 0.055 4 0.044 1

Average 0.036 3 0.122 3 0.031 2 0.036 1 0.032 2 0.048 4 0.039 1
Method 1 -Bridge Model

0 1.24 4 * 1.42 3 * 0.94 4 0.87 3 1.12 1 * 1.20 4 1.13 1
1 1.21 2 * 1.33 5 1.15 1 0.72 3 1.34 3 0.78 3 1.06 5
2 0.98 2 0.78 5 0.82 2 * 1.41 4 0.91 4 * 0.72 3 * 0.68 2 *
3 0.72 5 * 0.68 3 * 0.79 4 * 1.71 5 0.66 3 * 1.04 3 * 0.75 1 *

Average 1.05 2 0.97 5 1.04 4 1.24 3 1.03 3 0.90 3 0.88 5
Method 2 - Standard PC

0 1.16 2 1.30 5 * 1.30 2 1.31 3 1.18 2 1.04 5 1.12 2
1 0.79 2 1.51 4 0.75 2 1.00 2 0.67 2 0.86 1 0.73 2
2 0.71 2 0.96 4 0.79 2 0.95 2 0.79 2 0.75 5 0.70 2
3 0.80 2 0.76 4 * 0.81 2 * 0.97 2 0.85 5 * 0.79 4 * 0.86 2 *

Average 0.83 2 1.02 4 0.87 2 1.04 2 0.86 2 0.87 5 0.83 2
Method 3 - Targeted PC

0 1.21 5 1.30 5 * 1.43 3 * 1.47 1 1.41 5 1.24 5 1.40 5 *
1 1.09 1 1.42 3 1.14 1 1.09 2 1.10 1 0.76 2 0.94 1 *
2 0.96 3 * 1.00 4 1.03 3 * 1.07 4 1.15 2 0.70 2 0.85 2
3 0.87 3 * 0.76 3 0.81 2 * 0.88 4 * 0.71 2 * 0.65 2 * 0.86 1 *

Average 1.06 4 1.03 4 1.17 3 1.20 1 1.13 1 0.81 2 1.07 1
Method 4 - Weigthed PC

0 1.39 1 1.54 1 * 1.62 1 1.46 1 1.53 1 1.25 1 1.63 1 *
1 1.08 1 1.60 1 * 1.12 1 1.11 1 1.09 1 0.85 1 1.26 1
2 1.02 1 * 1.11 1 1.23 1 * 1.30 1 * 1.22 1 0.79 1 1.22 1
3 1.11 1 * 1.04 1 * 1.39 1 * 1.33 1 * 1.33 1 0.81 1 * 1.10 1 *

Average 1.11 1 1.19 1 1.30 1 1.26 1 1.26 1 0.88 1 1.27 1
Method 5 - Correlation Oriented PC

0 1.31 5 1.44 4 * 1.36 2 1.39 1 1.18 2 1.27 1 1.15 2
1 0.84 2 1.36 5 0.85 2 0.99 2 0.82 2 0.87 1 0.84 2
2 0.81 2 1.03 4 0.95 2 1.07 2 1.00 2 0.75 5 * 0.88 2
3 0.91 2 0.83 4 * 1.04 2 0.97 2 1.19 2 0.73 5 * 0.92 2 *

Average 0.93 2 1.06 5 1.01 2 1.07 2 1.03 2 0.88 1 0.93 2
Method 6 - PLS

0 1.61 4 1.77 1 1.44 2 1.30 2 1.34 4 1.71 1 0.98 4 *
1 1.22 2 1.85 1 0.82 2 0.89 2 0.83 4 1.27 1 * 0.77 2
2 1.06 4 * 1.30 1 0.84 2 1.14 4 0.76 2 1.16 1 * 0.77 2
3 1.17 2 1.21 1 * 1.04 2 * 1.22 4 * 0.98 2 * 1.17 1 * 0.79 4 *

Average 1.23 4 1.38 1 0.99 2 1.18 4 0.94 2 1.27 1 0.85 4

Notes: 
RMSE in levels in the case of Method 0 and in percentage of Method 0 in the case of the remaining methods.
Bold indicates a smaller RMSE than the one of method 0. Shading indicates the best method at each step, given that it has a smaller RMSE than method 0.
(a) Indicates the number of regressors included in the initial specification of the equation that corresponds to the lowest RMSE. In the case of Method 6, indicates the number of orthogonal components extracted from the matrix of regressors X.
(*) Indicates that the RMSE is statistically different than the one of the corresponding AR model according to the Diebold-Mariano test at a 10% significance level.
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Out-of-sample RMSE for y-o-y forecasts: Database of Sectors, AR terms excluded from models 2 to 6
No. of periods ahead

h
Method 0 -AR Model 0 0.026 2 0.094 3 0.022 1 0.030 4 0.022 1 0.033 4 0.029 1

1 0.035 4 0.091 3 0.033 4 0.040 2 0.034 4 0.045 3 0.041 1
2 0.041 2 0.131 2 0.035 1 0.036 1 0.036 1 0.054 4 0.043 1
3 0.040 2 0.143 4 0.032 2 0.034 1 0.034 2 0.055 4 0.044 1

Average 0.036 3 0.122 3 0.031 2 0.036 1 0.032 2 0.048 4 0.039 1
Method 1 -Bridge Model

0 0.93 3 * 1.11 2 * 1.00 5 0.87 4 1.01 4 1.24 2 * 1.22 4
1 0.73 5 * 0.85 1 * 0.70 4 1.15 5 * 0.83 3 0.65 3 * 0.74 1
2 0.61 1 * 0.70 2 0.75 1 * 1.03 1 * 0.68 5 * 1.18 2 * 0.75 1 *
3 0.58 1 * 1.03 3 * 0.88 5 1.28 2 0.88 2 * 1.05 1 * 0.65 1 *

Average 0.74 5 0.91 1 0.82 4 1.21 1 0.89 5 1.09 1 0.81 1
Method 2 - Standard PC

0 0.73 2 1.04 1 * 0.71 5 1.23 2 * 0.73 5 1.07 2 * 0.93 5 *
1 0.45 4 1.10 1 * 0.57 5 0.86 2 * 0.58 5 0.68 4 * 0.73 1 *
2 0.55 2 0.74 4 0.62 4 1.00 3 * 0.59 4 0.77 2 0.63 1 *
3 0.55 2 0.74 1 * 0.69 2 * 1.17 3 * 0.69 2 * 0.79 2 * 0.60 1 *

Average 0.56 2 0.83 1 0.69 5 1.03 3 0.64 5 0.81 2 0.73 1
Method 3 - Targeted PC

0 0.89 3 1.13 1 * 0.92 3 1.59 3 0.88 5 1.13 5 0.97 4 *
1 0.44 3 1.15 1 0.57 4 0.88 5 0.64 4 1.00 3 0.75 5
2 0.56 4 0.65 1 0.55 3 1.39 2 0.63 4 0.78 3 0.70 5
3 0.58 2 * 0.58 1 0.67 3 1.06 1 * 0.59 5 0.89 4 * 0.66 1

Average 0.63 3 0.77 1 0.68 3 1.30 3 0.69 5 0.93 5 0.80 4
Method 4 - Weigthed PC

0 1.19 1 1.05 1 * 1.26 1 2.11 1 1.06 1 1.46 1 1.05 1 *
1 0.92 1 1.11 1 * 0.85 1 1.58 1 0.71 1 1.10 1 0.76 1
2 0.90 1 * 0.78 1 0.95 1 * 1.92 1 * 0.75 1 1.05 1 * 0.86 1
3 0.98 1 * 0.76 1 * 1.08 1 * 2.09 1 * 0.85 1 1.07 1 * 0.87 1 *

Average 0.97 1 0.84 1 1.00 1 1.87 1 0.81 1 1.12 1 0.87 1
Method 5 - Correlation Oriented PC

0 0.70 2 1.09 1 * 0.68 5 1.17 2 * 0.95 5 * 1.11 4 * 0.93 5 *
1 0.44 2 1.13 1 0.54 5 0.83 2 * 0.58 4 0.67 4 * 0.73 4
2 0.60 2 0.79 1 0.69 3 * 1.14 3 * 0.63 4 0.75 4 * 0.74 5
3 0.52 3 0.76 1 * 0.69 2 * 1.30 2 0.60 4 0.92 2 * 0.77 3 *

Average 0.56 2 0.85 1 0.66 5 1.08 2 0.66 5 0.84 4 0.78 5
Method 6 - PLS

0 1.70 2 * 1.83 1 1.35 2 1.46 2 * 1.42 2 1.80 1 1.22 2
1 1.25 2 * 1.92 1 0.85 2 1.01 4 0.87 2 1.31 1 * 0.79 2
2 1.03 2 * 1.33 1 0.82 2 * 1.16 2 * 0.84 2 1.12 1 * 0.77 2
3 1.14 4 * 1.24 1 * 0.94 2 * 1.25 2 0.89 2 * 1.14 1 * 0.71 1 *

Average 1.23 2 1.43 1 0.95 2 1.20 2 0.95 2 1.27 1 0.87 2

Notes: 
RMSE in levels in the case of Method 0 and in percentage of Method 0 in the case of the remaining methods.
Bold indicates a smaller RMSE than the one of method 0. Shading indicates the best method at each step, given that it has a smaller RMSE than method 0.
(a) Indicates the number of regressors included in the initial specification of the equation that corresponds to the lowest RMSE. In the case of Method 6, indicates the number of orthogonal components extracted from the matrix of regressors X.
(*) Indicates that the RMSE is statistically different than the one of the corresponding AR model according to the Diebold-Mariano test at a 10% significance level.

DMDM DM DM DMOverall GFCF Public GFCF
Overall GFCF 

excluding 
contruction

Private GFCF
Private 

Housing 
GFCF

Private 
Productive 

GFCF

Construction 
GFCF

Regressors(a) Regressors(a) Regressors(a) Regressors(a) Regressors(a) Regressors(a) Regressors(a)DM DM
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elsOut-of-sample RMSE for q-o-q forecasts: Database of Totals, AR terms included in all models

No. of periods ahead

h
Method 0 -AR Model 0 0.021 1 0.069 1 0.018 1 0.034 2 0.018 1 0.033 1 0.030 1

1 0.022 3 0.069 1 0.020 4 0.034 1 0.023 2 0.033 1 0.032 3
2 0.021 1 0.061 4 0.019 1 0.034 2 0.019 1 0.033 2 0.029 1
3 0.021 4 0.060 4 0.019 4 0.034 1 0.019 1 0.033 1 0.028 1

Average 0.022 4 0.070 1 0.020 1 0.034 1 0.020 1 0.033 1 0.030 1
Method 1 -Bridge Model

0 1.06 2 * 0.89 1 * 1.14 1 1.00 1 * 1.10 1 * 0.94 5 * 0.93 4
1 0.96 1 * 0.90 1 * 0.98 1 * 0.88 1 * 0.93 5 1.04 2 * 0.86 1 *
2 0.73 2 * 0.82 3 * 0.44 1 * 0.88 1 0.91 2 * 1.07 1 * 0.88 3 *
3 0.59 1 * 0.80 2 0.38 1 * 0.80 3 * 0.91 1 0.95 5 * 0.82 1 *

Average 0.89 1 0.83 1 0.71 1 0.91 1 1.01 2 1.03 5 0.90 1
Method 2 - Standard PC

0 1.06 2 * 0.96 5 * 1.05 2 1.18 1 * 1.17 2 0.92 4 * 0.92 2 *
1 0.97 4 * 0.94 4 * 1.01 2 1.18 1 * 0.98 2 0.96 4 * 0.78 4
2 1.05 3 * 0.66 4 0.99 2 * 1.13 1 0.97 4 * 0.80 1 * 0.99 2
3 0.91 2 0.79 3 * 0.86 2 1.00 4 1.03 2 0.88 1 * 1.02 5 *

Average 0.99 2 0.80 4 0.94 2 1.12 1 1.03 2 0.92 1 0.95 2
Method 3 - Targeted PC

0 1.08 1 * 0.71 5 1.13 1 1.10 1 * 1.26 1 * 0.99 1 * 0.97 1
1 0.94 4 * 0.97 4 0.91 4 * 1.27 1 * 0.87 5 * 0.88 3 * 0.93 3
2 1.15 2 * 0.68 5 1.01 3 * 1.18 1 0.66 3 * 0.89 1 * 1.06 5 *
3 0.86 3 0.78 1 * 0.84 1 * 1.02 3 0.99 5 * 1.06 1 * 1.07 3 *

Average 1.10 3 0.82 4 1.03 1 1.18 1 1.02 2 0.97 1 1.07 2
Method 4 - Weigthed PC

0 1.07 1 * 1.08 1 * 1.15 1 1.17 1 * 1.16 1 * 0.99 1 * 0.96 1
1 1.06 1 * 1.08 1 * 1.07 1 * 1.18 1 * 0.96 1 * 0.99 1 * 1.03 1 *
2 1.05 1 * 0.94 1 1.13 1 * 1.19 1 * 1.17 1 0.80 1 * 1.02 1
3 0.96 1 0.93 1 * 0.99 1 1.16 1 * 1.10 1 0.86 1 * 1.03 1 *

Average 1.02 1 0.93 1 1.04 1 1.17 1 1.08 1 0.91 1 1.01 1
Method 5 - Correlation Oriented PC

0 1.08 1 * 0.92 5 * 1.15 1 1.14 4 * 1.24 2 0.96 4 * 0.93 2
1 1.01 5 * 0.95 4 * 1.08 1 * 1.19 1 * 0.99 2 * 0.94 4 * 0.82 2
2 1.02 2 * 0.83 4 * 1.23 1 * 1.26 3 1.12 5 0.81 1 * 1.04 2 *
3 0.95 3 0.76 3 0.93 5 1.12 2 1.04 4 * 0.83 1 * 1.02 5 *

Average 1.01 3 0.86 5 1.07 1 1.20 2 1.11 2 0.91 1 0.95 2
Method 6 - PLS

0 0.95 2 * 1.07 1 * 0.91 2 * 0.85 5 * 0.99 2 0.95 4 * 0.75 4
1 0.91 4 * 0.99 1 * 0.87 2 * 0.82 5 * 0.74 2 0.87 4 * 0.77 2
2 0.90 4 * 1.25 1 0.87 5 * 0.85 5 0.90 5 * 0.98 3 * 0.88 4
3 1.05 4 1.29 1 1.00 5 * 0.87 4 * 0.97 5 * 1.04 4 * 0.90 1 *

Average 0.95 4 1.05 1 0.92 2 0.85 5 0.94 2 0.97 4 0.88 4

Notes: 
RMSE in levels in the case of Method 0 and in percentage of Method 0 in the case of the remaining methods.
Bold indicates a smaller RMSE than the one of method 0. Shading indicates the best method at each step, given that it has a smaller RMSE than method 0.
(a) Indicates the number of regressors included in the initial specification of the equation that corresponds to the lowest RMSE. In the case of Method 6, indicates the number of orthogonal components extracted from the matrix of regressors X.
(*) Indicates that the RMSE is statistically different than the one of the corresponding AR model according to the Diebold-Mariano test at a 10% significance level.

Regressors(a) Regressors(a)DMOverall GFCF Public GFCF
Overall GFCF 

excluding 
contruction

Private GFCF
Private 

Housing 
GFCF

Private 
Productive 

GFCF

Construction 
GFCF

Regressors(a) DMRegressors(a) DMDM DM DM DMRegressors(a) Regressors(a) Regressors(a)
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Out-of-sample RMSE for q-o-q forecasts: Database of Sectors, AR terms included in all models
No. of periods ahead

h
Method 0 -AR Model 0 0.021 1 0.069 1 0.018 1 0.034 2 0.018 1 0.033 1 0.030 1

1 0.022 3 0.069 1 0.020 4 0.034 1 0.023 2 0.033 1 0.032 3
2 0.021 1 0.061 4 0.019 1 0.034 2 0.019 1 0.033 2 0.029 1
3 0.021 4 0.060 4 0.019 4 0.034 1 0.019 1 0.033 1 0.028 1

Average 0.022 4 0.070 1 0.020 1 0.034 1 0.020 1 0.033 1 0.030 1
Method 1 -Bridge Model

0 1.03 4 * 0.79 3 * 1.14 1 0.91 1 1.02 1 0.57 4 * 0.80 2
1 0.57 3 * 0.82 5 * 0.79 2 * 0.61 5 * 0.51 1 * 0.68 2 * 0.72 4
2 0.73 5 * 0.69 3 0.76 4 * 0.90 5 0.67 5 * 0.70 2 * 0.90 1 *
3 0.81 1 * 0.72 1 * 0.59 1 * 0.80 1 * 0.73 3 * 0.71 5 * 0.78 1 *

Average 0.79 2 0.78 5 0.84 2 0.87 5 0.79 1 0.73 4 0.81 1
Method 2 - Standard PC

0 0.93 2 1.01 5 * 1.05 2 * 1.15 2 * 1.06 2 0.98 4 * 0.81 5
1 0.80 4 0.90 4 * 0.89 4 1.05 4 * 0.80 2 0.91 5 * 0.81 5
2 0.93 2 * 0.95 1 1.03 1 * 1.01 1 * 1.04 1 * 0.80 4 * 1.02 1 *
3 0.94 5 0.94 4 0.88 2 0.84 5 0.95 2 0.81 2 1.01 1 *

Average 0.91 2 0.90 4 0.96 2 1.06 5 0.97 2 0.90 2 0.94 2
Method 3 - Targeted PC

0 1.09 2 * 0.97 4 * 1.35 5 * 0.93 4 1.06 3 * 0.98 1 * 0.87 1 *
1 0.77 3 0.88 2 0.66 4 * 1.00 2 * 0.81 2 0.86 4 * 0.82 1
2 0.89 2 0.88 1 0.93 1 1.03 1 0.97 1 * 1.05 1 * 0.94 3
3 0.85 4 * 0.80 1 * 0.88 1 0.77 5 * 0.95 1 0.97 5 * 0.94 5 *

Average 0.89 2 0.86 1 0.98 1 1.01 4 0.97 1 1.05 1 0.95 1
Method 4 - Weigthed PC

0 1.07 1 * 1.01 1 * 1.13 1 1.18 1 * 1.15 1 * 0.98 1 * 0.92 1
1 1.04 1 * 1.10 1 * 1.04 1 * 1.18 1 * 0.92 1 * 0.99 1 * 0.99 1
2 1.01 1 * 0.93 1 1.18 1 * 1.21 1 * 1.21 1 0.79 1 * 0.96 1 *
3 1.06 1 * 0.85 1 1.27 1 * 1.24 1 * 1.11 1 * 0.85 1 * 1.02 1 *

Average 1.03 1 0.90 1 1.11 1 1.20 1 1.08 1 0.90 1 0.97 1
Method 5 - Correlation Oriented PC

0 0.99 2 * 1.02 1 * 1.06 2 * 1.05 4 * 1.10 5 0.95 4 * 0.92 2
1 1.04 1 * 0.97 4 * 1.04 1 * 1.08 4 * 0.93 1 * 0.92 5 * 0.86 2
2 1.04 2 * 0.86 3 1.19 1 * 1.06 4 * 1.26 1 0.79 1 * 0.98 1 *
3 0.90 3 0.94 3 0.95 2 0.86 4 0.92 2 * 0.78 2 * 1.02 4 *

Average 0.99 3 0.91 3 1.05 2 1.01 4 1.07 2 0.90 1 0.98 2
Method 6 - PLS

0 0.88 2 * 1.03 1 * 0.87 2 * 0.84 2 * 0.96 2 * 0.89 2 * 0.85 2
1 0.94 2 * 1.03 1 * 0.83 2 * 0.91 4 * 0.76 2 1.02 2 * 0.76 2
2 1.03 2 * 1.29 1 0.94 2 * 0.90 4 * 0.96 2 * 1.00 4 * 0.89 1 *
3 0.99 4 * 1.37 1 0.95 2 * 0.86 2 * 0.93 4 * 0.97 4 * 0.88 1 *

Average 0.99 2 1.08 1 0.87 2 0.91 4 0.91 2 1.00 4 0.87 2

Notes: 
RMSE in levels in the case of Method 0 and in percentage of Method 0 in the case of the remaining methods.
Bold indicates a smaller RMSE than the one of method 0. Shading indicates the best method at each step, given that it has a smaller RMSE than method 0.
(a) Indicates the number of regressors included in the initial specification of the equation that corresponds to the lowest RMSE. In the case of Method 6, indicates the number of orthogonal components extracted from the matrix of regressors X.
(*) Indicates that the RMSE is statistically different than the one of the corresponding AR model according to the Diebold-Mariano test at a 10% significance level.

DMRegressors(a) DMDM DM DM DMRegressors(a) Regressors(a) Regressors(a) Regressors(a)DMOverall GFCF Public GFCF
Overall GFCF 

excluding 
contruction

Private GFCF
Private 

Housing 
GFCF

Private 
Productive 

GFCF

Construction 
GFCF

Regressors(a) Regressors(a)
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No. of periods ahead

h
Method 0 -AR Model 0 0.026 2 0.094 3 0.022 1 0.030 4 0.022 1 0.033 4 0.029 1

1 0.035 4 0.091 3 0.033 4 0.040 2 0.034 4 0.045 3 0.041 1
2 0.041 2 0.131 2 0.035 1 0.036 1 0.036 1 0.054 4 0.043 1
3 0.040 2 0.143 4 0.032 2 0.034 1 0.034 2 0.055 4 0.044 1

Average 0.036 3 0.122 3 0.031 2 0.036 1 0.032 2 0.048 4 0.039 1
Method 1 -Bridge Model

0 0.85 1 0.86 1 0.88 2 0.82 2 * 0.98 1 * 0.79 5 1.04 1 *
1 1.11 1 * 0.76 3 * 1.14 1 0.88 1 * 1.12 1 0.59 4 0.95 5 *
2 0.65 2 0.63 4 0.43 2 * 0.95 3 0.74 5 * 0.59 3 * 0.47 5 *
3 0.77 4 * 0.60 4 * 0.72 5 * 1.12 5 0.57 1 * 0.59 5 * 0.81 4 *

Average 0.89 2 0.67 4 0.86 2 1.06 3 0.86 1 0.66 5 0.86 5 *
Method 2 - Standard PC

0 0.94 1 0.94 4 1.08 1 1.07 1 1.05 1 * 0.91 3 0.90 2 *
1 0.69 2 0.86 1 0.71 2 1.14 5 0.72 2 * 0.66 3 0.82 2 *
2 0.67 2 * 0.89 1 0.65 2 1.24 2 0.59 2 0.59 1 0.64 2 *
3 0.65 2 0.65 4 * 0.67 2 * 1.07 3 0.79 5 * 0.51 1 * 0.75 2 *

Average 0.71 2 0.79 4 0.75 2 1.15 2 0.78 2 0.64 1 0.77 2
Method 3 - Targeted PC

0 0.94 1 0.91 2 1.08 1 1.07 1 1.05 1 * 0.93 1 0.95 2 *
1 0.96 1 0.83 2 1.05 1 1.17 1 * 1.00 1 0.67 2 0.87 1 *
2 0.85 3 0.89 2 0.84 3 * 1.31 5 * 0.95 2 0.58 3 0.90 3
3 0.83 3 * 0.66 4 0.59 2 * 1.01 1 * 0.71 2 * 0.49 5 * 0.91 1

Average 1.00 3 0.76 2 1.02 3 1.25 1 0.97 1 0.64 2 0.95 1
Method 4 - Weigthed PC

0 0.93 1 0.95 1 1.08 1 1.06 1 1.05 1 * 0.94 1 1.05 1 *
1 0.94 1 0.86 1 1.02 1 1.15 1 * 1.00 1 0.69 1 1.10 1
2 1.01 1 * 0.88 1 1.23 1 * 1.58 1 * 1.05 1 * 0.61 1 1.07 1 *
3 1.17 1 * 0.78 1 1.38 1 * 1.83 1 * 1.20 1 0.49 1 * 1.10 1 *

Average 1.01 1 0.81 1 1.17 1 1.38 1 1.07 1 0.64 1 1.08 1
Method 5 - Correlation Oriented PC

0 0.92 1 0.96 1 1.06 1 1.02 1 1.14 1 * 0.92 4 0.93 2
1 0.74 2 0.86 1 0.78 2 1.08 1 0.79 2 * 0.71 1 0.83 2 *
2 0.81 2 0.86 1 0.97 2 * 1.38 2 0.93 2 * 0.59 1 0.74 2 *
3 0.80 2 * 0.70 3 0.98 2 * 1.14 3 * 0.94 3 * 0.50 1 * 0.74 2 *

Average 0.80 2 0.80 3 0.93 2 1.14 3 0.96 2 0.65 1 0.80 2
Method 6 - PLS

0 1.61 4 2.00 1 1.37 2 1.26 2 1.33 2 * 1.78 1 0.98 4 *
1 1.17 2 2.02 1 0.78 2 0.89 2 0.78 4 1.30 1 * 0.75 2
2 1.05 4 * 1.27 1 0.86 2 * 1.07 2 0.82 2 1.21 4 * 0.81 2
3 1.12 2 1.21 1 * 1.08 5 * 1.22 4 * 1.02 5 1.30 4 * 0.81 4 *

Average 1.19 2 1.45 1 1.01 2 1.10 2 0.95 4 1.35 1 0.85 4

Notes: 
RMSE in levels in the case of Method 0 and in percentage of Method 0 in the case of the remaining methods.
Bold indicates a smaller RMSE than the one of method 0. Shading indicates the best method at each step, given that it has a smaller RMSE than method 0.
(a) Indicates the number of regressors included in the initial specification of the equation that corresponds to the lowest RMSE. In the case of Method 6, indicates the number of orthogonal components extracted from the matrix of regressors X.
(*) Indicates that the RMSE is statistically different than the one of the corresponding AR model according to the Diebold-Mariano test at a 10% significance level.

Overall GFCF Public GFCFRegressors(a) Regressors(a)
Overall GFCF 

excluding 
contruction

Private GFCF
Private 

Housing 
GFCF

Private 
Productive 

GFCF

Construction 
GFCF

Regressors(a) DM DMDM DM DM DMRegressors(a) Regressors(a) Regressors(a) Regressors(a)DM
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Out-of-sample RMSE for y-o-y forecasts: Database of Sectors, AR terms included in all models
No. of periods ahead

h
Method 0 -AR Model 0 0.026 2 0.094 3 0.022 1 0.030 4 0.022 1 0.033 4 0.029 1

1 0.035 4 0.091 3 0.033 4 0.040 2 0.034 4 0.045 3 0.041 1
2 0.041 2 0.131 2 0.035 1 0.036 1 0.036 1 0.054 4 0.043 1
3 0.040 2 0.143 4 0.032 2 0.034 1 0.034 2 0.055 4 0.044 1

Average 0.036 3 0.122 3 0.031 2 0.036 1 0.032 2 0.048 4 0.039 1
Method 1 -Bridge Model

0 0.90 5 * 1.08 1 * 0.97 4 1.17 4 0.93 4 1.46 1 * 1.42 1 *
1 0.94 5 1.14 3 * 0.80 4 1.23 2 0.84 5 0.66 3 0.84 2
2 0.55 1 * 0.63 4 0.70 1 * 1.33 1 0.64 1 * 1.24 4 0.74 1 *
3 0.61 2 * 0.58 2 0.83 5 1.18 1 0.81 5 1.04 1 * 0.78 3 *

Average 0.78 2 0.77 2 0.84 4 1.25 1 0.80 5 1.15 1 0.94 2
Method 2 - Standard PC

0 0.92 5 1.22 5 * 1.00 4 1.53 2 0.89 5 1.37 5 * 1.23 4 *
1 0.52 5 0.99 4 0.62 5 1.22 4 0.69 5 0.68 5 * 0.91 4
2 0.67 2 0.38 4 0.80 4 1.49 2 0.56 1 * 0.79 4 0.63 1
3 0.60 2 0.41 3 0.74 1 * 1.39 3 0.65 1 * 0.75 2 * 0.73 4

Average 0.72 5 0.65 3 0.79 4 1.38 3 0.76 5 0.87 5 0.90 4
Method 3 - Targeted PC

0 1.00 4 1.20 5 0.82 3 1.81 3 1.01 5 0.99 5 1.23 4 *
1 0.66 4 0.99 4 0.63 4 1.23 3 0.69 4 0.77 3 0.85 5
2 0.59 4 0.56 5 0.68 3 1.68 5 0.81 2 * 0.74 5 0.78 5
3 0.63 2 * 0.32 1 0.63 5 1.24 1 * 0.74 5 * 0.73 4 0.69 1

Average 0.69 4 0.74 4 0.73 3 1.52 3 0.80 4 0.80 5 0.90 5
Method 4 - Weigthed PC

0 1.18 1 * 1.22 1 1.14 1 1.96 1 1.27 1 * 1.40 1 1.51 1 *
1 0.99 1 * 1.02 1 1.02 1 * 1.72 1 * 0.85 1 1.08 1 0.91 1
2 0.98 1 * 0.41 1 0.95 1 * 2.29 1 * 0.56 1 * 0.98 1 0.72 1
3 1.07 1 * 0.52 1 * 1.08 1 * 2.56 1 * 0.67 1 1.01 1 * 0.94 1 *

Average 1.03 1 0.69 1 1.03 1 2.08 1 0.78 1 1.07 1 0.97 1
Method 5 - Correlation Oriented PC

0 0.90 5 1.08 5 * 0.92 5 1.87 2 1.18 3 * 1.28 4 1.08 5 *
1 0.53 5 1.03 2 0.60 5 1.13 2 0.66 4 0.81 4 * 0.88 5
2 0.74 2 0.39 3 0.87 2 1.44 2 0.79 1 0.72 4 0.59 1 *
3 0.66 2 0.46 3 * 0.78 2 * 1.48 3 0.67 1 0.78 2 * 0.83 5

Average 0.77 5 0.66 3 0.84 5 1.44 3 0.84 5 0.85 4 0.90 5
Method 6 - PLS

0 1.70 2 * 2.02 1 1.29 2 1.45 1 * 1.39 2 1.86 1 1.13 2
1 1.23 2 * 2.06 1 * 0.88 2 1.01 4 0.88 2 1.34 1 * 0.75 2
2 0.98 2 * 1.32 1 0.84 2 1.10 2 * 0.86 2 1.16 2 0.79 2
3 1.09 2 1.28 1 * 1.01 2 * 1.11 2 0.95 2 * 1.24 4 * 0.69 1 *

Average 1.19 2 1.50 1 0.97 2 1.16 2 0.97 2 1.34 1 0.85 2

Notes: 
RMSE in levels in the case of Method 0 and in percentage of Method 0 in the case of the remaining methods.
Bold indicates a smaller RMSE than the one of method 0. Shading indicates the best method at each step, given that it has a smaller RMSE than method 0.
(a) Indicates the number of regressors included in the initial specification of the equation that corresponds to the lowest RMSE. In the case of Method 6, indicates the number of orthogonal components extracted from the matrix of regressors X.
(*) Indicates that the RMSE is statistically different than the one of the corresponding AR model according to the Diebold-Mariano test at a 10% significance level.

DMDM DM DM DMRegressors(a) Regressors(a) Regressors(a) Regressors(a)DM
Overall GFCF 

excluding 
contruction

Private GFCF
Private 

Housing 
GFCF

Private 
Productive 

GFCF

Construction 
GFCF

Regressors(a) DMOverall GFCF Public GFCFRegressors(a) Regressors(a)
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D Bridge models results

Table 11: Method 1 - Surveys included in the regressions: Database of Totals, q-o-q data, AR
terms included in the models

Method 1 - Surveys included in the regressions: Database of Totals, q-o-q data, AR terms included in the model

Retail Trade: Orders 
expectations over the next 3 
months

Retail Trade: Volume of 
stock currently hold

Retail Trade: Business 
activity expectations over the 
next 3 months

Retail Trade: Business 
activity expectations over the 
next 3 months

Retail Trade: Business 
activity expectations over the 
next 3 months

Industry: Competitive 
position outside EU                               

Industry: Factors limiting the 
production  - Labour                

Retail Trade: Confidence 
Indicator                             

Industry: Assessment of 
stocks of finished products      

Industry: Duration of 
production assured by 
current order-book levels

Industry: Production 
expectations for the months 
ahead                  

Industry: Factors limiting the 
production  - Labour                                      

Industry: Production 
expectations for the months 
ahead                  

Retail Trade: Orders 
expectations over the next 3 
months

Industry: Employment 
expectations for the months 
ahead                  

Retail Trade: Employment 
expectations over the next 3 
months

Industry: Competitive 
position outside EU                               

Retail Trade: Volume of 
stock currently hold

Construction: Factors 
Limiting the Production Other 
factors

Construction: Factors 
Limiting the Production 
Shortage of material and/or 
equipment

Industry: Export expectations 
for the months ahead                      

Construction: Factors 
Limiting the Production 
Shortage of material and/or 
equipment

Industry: Assessment of 
export order-book levels                        

Retail Trade: Employment 
expectations over the next 3 
months

Construction: Factors 
Limiting the Production 
Shortage of material and/or 
equipment

Industry: Current level of 
capacity utilization                         

Industry: Factors limiting the 
production  - Equipment                                     

Construction: Factors 
Limiting the Production Other 
factors

Services: Expectation of the 
demand over the next 3 
months

Construction: Factors 
Limiting the Production 
Weather conditions           

Industry: Competitive 
position inside EU                                

Industry: Factors limiting the 
production  - Other                                       

Industry: New orders in 
recent months                         

Industry: Factors limiting the 
production  - Labour                                      

Services: Expectation of the 
demand over the next 3 
months

Construction: Factors 
Limiting the Production None 

0

1

2

3

Private Housing GFCF Private Productive GFCF Construction GFCF
Overall GFCF excluding 

contruction
No. of steps ahead Overall GFCF Public GFCF Private GFCF
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Table 12: Method 1 - Surveys included in the regressions: Database of Sectors, q-o-q data, AR
terms included in the models

Method 1 - Surveys included in the regressions: Database of Sectors, q-o-q data, AR terms included in the model

CONS Duration of production 
assured by current order-
book levels

Retail Trade Volume of stock 
currently hold

Retail Trade Business 
activity expectations over the 
next 3 months

INVE Production 
expectations for the months 
ahead                  

Retail Trade Business 
activity expectations over the 
next 3 months

INVE Employment 
expectations for the months 
ahead                  

FOBE Factors limiting the 
production  - Equipment                                     

CONS Production trend 
observed in recent months                    

CONS Factors limiting the 
production  - Equipment                                     

CONS Duration of production 
assured by current order-
book levels

FOBE Factors limiting the 
production  - Equipment                                     

FOBE Factors limiting the 
production  - Equipment                                     

FOBE Production trend 
observed in recent months                    

INTM Competitive position 
inside EU                                

FOBE Factors limiting the 
production  - Equipment                                     

INTM Competitive position 
inside EU                                

INVE Employment 
expectations for the months 
ahead                  

FOBE Assessment of export 
order-book levels                        

CNDU Selling price 
expectations for the months 
ahead               

INTM Export expectations for 
the months ahead                      

CONS Factors limiting the 
production  - Equipment                                     

INTM Competitive position 
inside EU                                

CONS Assessment of export 
order-book levels                        

Public works (civil 
engineering) Factors limiting 
the production Shortage of 
material and/or equipment 

CONS Factors limiting the 
production  - Equipment                                     

INTM Competitive position 
outside EU                               

Retail Trade Volume of stock 
currently hold

INVE Factors limiting the 
production  - Labour                                      

Public works (civil 
engineering) Factors limiting 
the production Shortage of 
material and/or equipment 

CNDU Factors limiting the 
production  - Labour                                      

INTM Competitive position 
outside EU                               

Public works (civil 
engineering) Factors limiting 
the production Shortage of 
material and/or equipment 

INVE Assessment of stocks 
of finished products                     

INTM Competitive position 
inside EU                                

INVE Factors limiting the 
production  - Labour                                      

INTM Competitive position 
inside EU                                

INTM Competitive position 
inside EU                                

CONS Factors limiting the 
production  - Labour                                      

Public works (civil 
engineering) Factors limiting 
the production Shortage of 
material and/or equipment 

CDUR Competitive position 
domestic market                          

CNDU Assessment of stocks 
of finished products                     

CDUR Competitive position 
domestic market                          

CDUR Factors limiting the 
production  - None                                        

CNDU Factors limiting the 
production  - Labour                                      

CDUR Factors limiting the 
production  - None                                        

Residential Building Factors 
limiting the production Other 
factors 

INTM Export expectations for 
the months ahead                      

INVE Factors limiting the 
production  - Equipment                                     

No. of steps ahead Overall GFCF Public GFCF Private GFCF Private Housing GFCF Private Productive GFCF Construction GFCF

0

1

2

3
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Table 13: Method 1 - Surveys included in the regressions: Database of Totals, y-o-y data, AR
terms included in the models

Method 1 - Surveys included in the regressions: Database of Totals, y-o-y data, AR terms included in the model

Retail Trade: Business 
activity expectations over the 
next 3 months

Services: Evolution of the 
demand over the past 3 
months

Retail Trade: Business 
activity expectations over the 
next 3 months

Construction: Evolution of 
your current overall order 
books

Retail Trade: Business 
activity (sales) development 
over the past 3 months

Construction: Evolution of 
your current overall order 
books

Retail Trade: Business 
activity expectations over the 
next 3 months

Construction: Building activity 
development over the past 3 
months

Services: Confidence 
Indicator                          

Retail Trade: Business 
activity expectations over the 
next 3 months

Industry: Employment 
expectations for the months 
ahead                  

Retail Trade: Business 
activity expectations over the 
next 3 months

Services: Evolution of the 
demand over the past 3 
months

Retail Trade: Business 
activity (sales) development 
over the past 3 months

Services: Evolution of the 
demand over the past 3 
months

Retail Trade: Business 
activity expectations over the 
next 3 months

Industry: Production 
expectations for the months 
ahead                  

Retail Trade: Orders 
expectations over the next 3 
months

Industry: Export expectations 
for the months ahead                      

Retail Trade: Orders 
expectations over the next 3 
months

Retail Trade: Business 
activity expectations over the 
next 3 months

Retail Trade: Orders 
expectations over the next 3 
months

Industry: Employment 
expectations for the months 
ahead                  

Construction: Factors 
Limiting the Production 
Shortage of material and/or 
equipment

Retail Trade: Business 
activity (sales) development 
over the past 3 months

Industry: Production 
expectations for the months 
ahead                  

Retail Trade: Business 
activity (sales) development 
over the past 3 months

Industry: Assessment of 
stocks of finished products                     

Retail Trade: Confidence 
Indicator                             

Industry: Export expectations 
for the months ahead                      

Industry: Factors limiting the 
production  - None                   

Retail Trade: Orders 
expectations over the next 3 
months

Retail Trade: Employment 
expectations over the next 3 
months

Construction: Evolution of 
your current overall order 
books

Construction: Factors 
Limiting the Production 
Weather conditions           

Industry: Export expectations 
for the months ahead                      

Construction: Factors 
Limiting the Production 
Shortage of material and/or 
equipment

Construction: Factors 
Limiting the Production 
Weather conditions           

Construction: Factors 
Limiting the Production 
Shortage of material and/or 
equipment

Construction: Factors 
Limiting the Production None 

Construction: Factors 
Limiting the Production 
Shortage of material and/or 
equipment

Industry: Duration of 
production assured by 
current order-book levels

Retail Trade: Volume of 
stock currently hold

Construction: Evolution of 
your current overall order 
books

Industry: Factors limiting the 
production  - Equipment                                     

Industry: Competitive 
position inside EU                   

Industry: Current level of 
capacity utilization                         

No. of steps ahead Overall GFCF Public GFCF Private GFCF Private Housing GFCF Private Productive GFCF Construction GFCF
Overall GFCF excluding 

contruction

0

1

2

3

36



Table 14: Method 1 - Surveys included in the regressions: Database of Sectors, y-o-y data, AR
terms included in the models

Method 1 - Surveys included in the regressions: Database of Sectors, y-o-y data, AR terms included in the model

Retail Trade Business 
activity expectations over the 
next 3 months

Non-residential building 
Employment expectations 
over the next 3 months

Retail Trade Business 
activity expectations over the 
next 3 months

INVE Production 
expectations for the months 
ahead                  

Retail Trade Business 
activity (sales) development 
over the past 3 months

Residential Building Building 
activity development over the 
past 3 months

Retail Trade Business 
activity expectations over the 
next 3 months

Residential Building Building 
activity development over the 
past 3 months INVE Confidence Indicator

Retail Trade Confidence 
Indicator                             

Retail Trade Confidence 
Indicator                             

FOBE Duration of production 
assured by current order-
book levels

Retail Trade Business 
activity expectations over the 
next 3 months

Retail Trade Business 
activity expectations over the 
next 3 months

INTM Competitive position 
domestic market                          

FOBE Assessment of export 
order-book levels                        

Public works (civil 
engineering) Evolution of 
your current overall order 
books

Retail Trade Confidence 
Indicator                             CONS Confidence Indicator

Retail Trade Orders 
expectations over the next 3 
months

FOBE Assessment of export 
order-book levels                        

Retail Trade Business 
activity expectations over the 
next 3 months

INVE Production 
expectations for the months 
ahead                  

INVE Employment 
expectations for the months 
ahead                  

CONS New orders in recent 
months                                   

INVE Factors limiting the 
production  - Labour                                      

INTM Competitive position 
domestic market                          

CONS Factors limiting the 
production  - Labour                                      

CDUR Factors limiting the 
production  - Other                                       

INVE Factors limiting the 
production  - Labour                                      

CONS Assessment of export 
order-book levels                        

CONS Factors limiting the 
production  - Labour                

INTM Competitive position 
outside EU                               

CNDU Selling price 
expectations for the months 
ahead               

CNDU Factors limiting the 
production  - Labour                                      Total building Other factors 

CONS Factors limiting the 
production  - Labour                                      

CNDU Factors limiting the 
production  - Labour                                      

CONS Factors limiting the 
production  - Labour                                      

INTM Export expectations for 
the months ahead                      

CONS Factors limiting the 
production  - Labour                

CONS Factors limiting the 
production  - Labour                                      

CDUR Factors limiting the 
production  - Demand                                       

INVE Factors limiting the 
production  - Other                                       

INVE Factors limiting the 
production  - Labour                

CDUR Factors limiting the 
production  - Demand                                       

0

1

2

3

Private Housing GFCF Private Productive GFCF Construction GFCF
Overall GFCF excluding 

contruction
No. of steps ahead Overall GFCF Public GFCF Private GFCF
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