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Abstract

Standard macroeconomic models underpredict the volatility of un-
employment fluctuations. A common solution is to assume wages are
rigid. We explore whether this explanation is consistent with the data.
We show that the wage of newly hired workers, unlike the aggregate
wage, is volatile and responds one-to-one to changes in labor produc-
tivity. In order to replicate these findings in a search model, it must
be that wages are rigid in ongoing jobs but flexible at the start of new
jobs. This form of wage rigidity does not affect job creation and thus
cannot explain the unemployment volatility puzzle.

JEL Codes: E24 E32 J31 J41 J64
Keywords: Wage Rigidity, Search and Matching Model, Business Cycle

∗We thank Joe Altonji, Alex Cukierman, Luca Gambetti, Bob Hall, Marek Jarocin-
ski, Georgiu Kambourov, Per Krusell, Iouri Manovskii, Steve Pischke, Chris Pissarides,
Richard Rogerson, Robert Shimer, Antonella Trigari, Vincenzo Quadrini, Sergio Rebelo,
Michael Reiter and Ernesto Villanueva for helpful comments. We are grateful to Gadi
Barlevy, Paul Devereux, and Jonathan Parker for making their data available to us. We
gratefully acknowledge financial support from the Jubiläumsfonds of the Austrian Central
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1 Introduction

This paper documents that wages of newly hired workers out of non-employment
strongly respond to aggregate labor market conditions. In the context of a
labor market that is characterized by search frictions, the wage of newly
hired workers is important because new hires are the ‘marginal’ workers
that affect firms’ decisions to create jobs. The wage of workers in ongoing
jobs on the other hand, does not fluctuate much. Since there are many
more workers in stable jobs than new hires, this makes the aggregate wage
rigid. To document these facts, we construct time series for the wage of
various subgroups of workers from the CPS, the largest publicly available
US micro-dataset that allows for this distinction.

Shimer (2005) and Costain and Reiter (2006) showed that a business
cycle version of the search and matching model falls severely short of repli-
cating labor market dynamics. In particular, for commonly used calibrations
of the model, the predicted volatility of labor market tightness and unem-
ployment is much lower than observed in the data. Shimer argued that
period-by-period Nash bargaining over the wage leads wages to respond
strongly to technology shocks, dampening the effect of these shocks on ex-
pected profits and therefore on vacancy creation. He suggested wage rigidity
as a mechanism worth exploring to amplify the response of vacancy creation
and unemployment to technology shocks.

Hall (2003) proposed a model of unemployment fluctuations with equi-
librium wage stickiness, in which wages are completely rigid when possible
and rebargaining takes place only when necessary to avoid match destruc-
tion (either through a layoff or a quit). In Hall’s model there is a unique
market wage, which implicitly extends this rigidity of wages on the job to
wages of newly hired workers. A large number of more recent papers have
appealed to some form of wage rigidity to improve the performance of labor
market models with search frictions to match the business cycle facts in the
data (Costain and Reiter 2006; Rudanko 2006; Gertler and Trigari 2006;
Blanchard and Gaĺı 2006; Braun 2006).

Few economists would doubt the intuitive appeal of this solution. A
simple supply and demand intuition immediately reveals that technology
shocks lead to larger fluctuations in the demand for labor if wages are rigid.
Furthermore, it is a well documented fact that wages are less volatile than
most models of the business cycle predict.1 Using individual-level panel
data on wages, several studies document evidence for wage rigidity (Bils
1985, Solon, Barsky and Parker 1994, Beaudry and DiNardo 1991).

We argue, however, that the empirically observed form of wage rigidity
does not generate additional volatility in employment and vacancies. The

1Like the observation that employment (or total hours) is more volatile than predicted
by the model, this is true for Real Business Cycle models, search and matching models as
well as new Keynesian models.
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argument goes in two steps. First, we present new evidence that wages
of newly hired workers are volatile and respond one-to-one to changes in
productivity. We also find that wages for ongoing job relationships are
indeed rigid over the business cycle, as in previous studies. Second, we show
that in order to replicate these findings in a search model, we need to assume
that wages in ongoing jobs are rigid but at the start of a job are set in a
perfectly flexible manner. This kind of wage rigidity does not affect job
creation. Thus, there is evidence for wage rigidity, but not of the kind that
leads to more volatility in unemployment fluctuations.

The first contribution of this paper is to to construct a large, represen-
tative dataset of wages for newly hired workers out of non-employment. We
use data on earnings and hours worked from the Current Population Survey
(CPS) outgoing rotation groups to calculate wages. We match the outgoing
rotation groups to the basic monthly data files and construct four months
employment history for each individual worker. We use these micro-data to
construct quarterly time series for a wage index of new hires and workers in
ongoing jobs and explore the cyclical properties of each series. After con-
trolling for composition bias, we find an elasticity of the wage with respect
to productivity of 0.8 for new hires and 0.2 for all workers.

Previous empirical studies on wage rigidity by macroeconomists have
been concerned with aggregate wages (Dunlop 1938, Tarshis 1939, Cooley
1995). If the importance of wages of new hires has been recognized at all,
then a careful empirical study has been considered infeasible because of lack
of data.2 This practice has given rise to the conventional wisdom that wages
fluctuate less than most models predict and that the data would therefore
support modeling some form of wage rigidity.

Labor economists who have studied wages at the micro-level have mostly
been concerned with wage changes of individual employees. Thus, the anal-
ysis has naturally been restricted to wages in ongoing employment relation-
ships, which have been found to be strongly rigid. Notable exceptions are
Devereux and Hart (2006) and Barlevy (2001) who both study job chang-
ers and find their wages to be much more flexible than wages of workers
in ongoing jobs. Pissarides (2007) surveys these and other empirical micro-
labor studies and, in support of this paper, concludes that wages of job
changers respond much stronger to unemployment than wages of workers in
continuing employment relationships.

The main difference between these studies and ours, is that we focus on
newly hired workers, i.e. workers coming from non-employment, which is the
relevant wages series for comparison to standard search models, rather than
job-to-job movers. Since wages of non-employed workers are not observed,

2Hall (2005) writes that he does “not believe that this type of wage movement could
be detected in aggregate data” (p.51). More specifically, Bewley (1999) claims that “there
is little statistical data on the pay of new hires” (p.150).
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we need to use a different estimation procedure, which does not require
individual-level panel data. Our procedure has the additional advantage that
we can use the CPS, which gives us a much larger number of observations
than the earlier studies, which use the PSID or NLSY datasets.

Like previous research, we find strong evidence for composition bias be-
cause of worker heterogeneity. Solon, Barsky and Parker (1994) show that
failing to control for (potentially unobservable) heterogeneity across work-
ers leads to a substantial downward bias in the cyclicality of wages. We
document the cyclical patterns in the differences between new hires and the
average worker in demographics, experience and particularly in the schooling
level that cause this bias. Failing to control for these observable dimensions
of skill, biases our results much more than existing literature on wages of
workers in ongoing jobs. This constitutes a potential weakness of our ap-
proach, because we cannot take individual-specific first differences and thus
cannot control for unobservable components of skill as Solon, Barsky and
Parker do. However, we use the PSID to demonstrate that controlling for
observable skill is sufficient to control for composition bias. While unobserv-
able components of skill might be important, they are sufficiently strongly
correlated with education to be captured by our controls.

A final difference between this paper and the existing literature is that
we focus on the response of wages to changes in labor productivity, whereas
previous studies have typically considered the correlation between wages
and the unemployment rate. With a search model, in which fluctuations
are driven by exogenous changes in labor productivity but unemployment
fluctuations are endogenous, our statistic is the more interesting one.3 The
elasticity of the wage to labor productivity has a natural interpretation in
a wide range of models. It is not necessary for example, that changes in
labor productivity are driven by technology shocks. Our estimates have
the same interpretation for any shock that does not affect wages directly,
but only through changes in productivity, e.g. monetary policy shocks or
cost-push shocks in a new Keynesian model. We explore the robustness of
our estimates to alternative measure of productivity and find very similar
results. If we use unemployment rather than productivity as our regressor,
we find similar estimates to those of Barlevy (2001) and Devereux and Hart
(2006) for job changers. This indicates that the wage of new hires out
of non-employment behaves similar to that of job-to-job movers and lends
additional credibility to our estimates.

Our second contribution is to point out the implications of our findings
for the unemployment volatility puzzle. In the standard stochastic search
and matching model as in Shimer (2005), the elasticity of the wage with
respect to productivity is close to one. We refer to this model, in which

3Moreover, as pointed out by Hagedorn and Manovskii (2006), don’t want to target
something that depends on unemployment. We discuss this issue further in section ??
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wages are set period-by-period through Nash bargaining, as the flexible wage
model.4 In order to match our estimate for the average wage elasticity of all
workers, we need to assume that wages are rigid in ongoing job relationships.
By rigidity we mean any kind of constraint on the wage bargaining process
that implies that the division of match surplus between worker and firm is
not the same in each period.

Theory suggests several reasons why wages of newly hired workers should
vary more strongly with productivity than wages of workers in ongoing em-
ployment relationships. Beaudry and DiNardo’s (1991) model of implicit
wage contracts is a good illustration of the type of wage rigidity that we be-
lieve to be plausible. Upon the start of a work-relationship the bargaining
parties are relatively free in their wage determination. However, once the
contract has been signed, wages are no longer be changed very much, in order
to insure the worker against fluctuations in her income. In addition, internal
labor markets can give rise to almost deterministic wage increases for con-
tinuing workers (Baker, Gibbs and Holmstrom, 1994). Many other theories
of wage rigidity, because of unions (reference), efficiency wages (Yellen), mo-
tivational concerns (Bewley 1999) or simply because rebargaining is costly,
all provide plausible explanations for why wages are not changed very often
during the relationship, but do not seem to apply to newly hired workers.

Wage rigidity in ongoing jobs has no effect on job creation and unemploy-
ment fluctuations in our model. What matters for employment dynamics is
not the aggregate wage in the economy, but the wage of the marginal work-
ers that are being hired. Formally, when firms decide on whether or not
to post a vacancy, they face a trade-off between the search costs (vacancy
posting costs) and the expected net present value of the profits they will
make once they find a worker to fill the job. Thus, what matters for this
decision is the expected net present value of the wage they will have to pay
the worker they are about to hire. How this expected net present value is
paid out over the duration of the match, is irrelevant (Boldrin and Horvath
1995, Shimer 2004). Previous studies that have used wage rigidity to ex-
plain the unemployment volatility puzzle, have either extended the rigidity
to newly formed matches (Hall 2005, Gertler and Trigari 2006) or find very
small effects (Rudanko 2006).

Then what do our results imply for the unemployment volatility puzzle?
We show that there is no need to assume rigidity in the wage of newly
hired workers in order to match the wage data. However, based on our
estimates, we cannot rule out a moderate degree of rigidity in the wages of
these workers, like for example the bargaining setup in Hall and Milgrom
(2008), which reduces the influence of the value of unemployment on the

4The number depends on the calibration. For example, if workers’ bargaining is very
low, as in Hagedorn and Manovskii (2008), the elasticity is much lower, although wages
in that model are flexible.
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outcome of the wage bargain. Neither can we rule out a calibration as
in Hagedorn and Manovskii (2008) that relies on a wage elasticity slightly
smaller than one in combination with a very small match surplus. In fact,
we find some evidence that the response of wages of new hires to changes in
productivity is smaller than one in the period prior to the Great Moderation,
which happened around 1984.

The remainder of this article is organized as follows. In the next section
we describe our dataset and comment on some of its strengths and weak-
nesses. We also provide a comparison of new hires and workers in ongoing
jobs in terms of observable worker characteristics. In section 3, we focus on
the cyclical properties of the wage and present our estimates of the elasticity
of the wage of new hires with respect to productivity and composition bias
and explore the robustness of our results. Section 4 discusses the implica-
tions of our findings for macroeconomic models of the labor market. Some
concluding remarks are presented in section 5.

2 Data

The prevailing opinion in the macro literature is that no data are available to
test the hypothesis that the wage of new hires might be much more flexible
than the aggregate wage (Bewley 1999, Hall 2005). Some anecdotal evidence
seems to point against it.5 To our knowledge, this paper is the first attempt
to construct data on the aggregate wage for newly hired workers based on
a large dataset that is representative for the whole US labor market.

We use data on earnings and hours worked from the CPS outgoing ro-
tation groups, a survey that has been administered every month since 1979
which allows us to construct quarterly wage series for the period 1979–2006.6

However, in most of the paper we focus on the post Great-Moderation pe-
riod 1984–2006. Wages are hourly earnings (weekly earnings divided by
usual weekly hours for weekly workers) corrected for top-coding and outliers
and deflated using the deflator for aggregate compensation in the private
non-farm business sector.

We match workers in our survey to the same individuals in three preced-
ing basic monthly datafiles. This allows us to identify newly hired workers
as those workers that were not employed for at least one of the three months
before we observe their wage.7 In addition, we have information on worker

5According to Bewley, not only “there is little statistical data on the pay of new hires”
(1999, p.150), but in addition, “the data that do exist show little downward flexibility.”

6The BLS started asking questions about earnings in the outgoing rotation group
(ORG) surveys in 1979. The March supplement goes back much further (till 1963), but
does not allow to construct wage series at higher frequencies than annual. The same is
true for the May supplement, the predecessor of the earnings questions in the ORG survey.

7Abowd and Zellner (1985) show substantial misclassifications in employment status
in the CPS and provide correction factors for labor market flows. Misreporting of em-
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characteristics (gender, age, education, race, ethnicity and marital status),
industry and occupation.

We restrict the sample to non-supervisory workers between 25 and 60
years of age in the private non-farm business sector but include both men
and women in an attempt to replicate the trends and fluctuations in the
aggregate wage. In an average quarter, we have wage data for about 35,000
workers, out of which about 27,000 can be classified to be in ongoing job re-
lationships and 1500 are new hires.The details on the data and the procedure
to identify job stayers and new hires are in appendix A.

2.1 Characteristics of Newly Hired Workers

In this section we describe the composition of the pool of new hires. All
observable characteristics are reported in Table 1. Graphs illustrating the
evolution of these characteristics over time can be found in Figure 4. The
main picture is that subgroups of the workforce that tend to have lower
wages, also tend to work in higher turnover jobs. Lower educated, female,
African American, Hispanic and unmarried workers are more likely to be
newly hired in any given quarter. In addition, newly hired workers are
much more likely to be in their first job and thus are on average younger.
That potential labor market experience is very similar for new hires and job
stayers in the table, reflects the fact that we focus on workers from 25 to 60
years old.

2.2 Construction of the Wage Index

In the data workers are heterogeneous and wages of newly hired workers may
not be a representative subsample of the whole labor force. If, moreover,
the composition of newly hired workers varies over the business cycle, then
this heterogeneity will bias our estimate of wage cyclicality. Solon, Barsky
and Parker (1994) indicate that, indeed, composition is an important source
of cyclical aggregate wage variation.

Taking into account individual heterogeneity, we can write the level wage
equation as

log wijt = αjt + xT
ijβ + ξj log yt + uijt

ployment status also affects our results. A worker who, at some point during the survey
period, incorrectly reports not to be employed will then be classified as new hire by our
procedure. Hence such misreporting implies that some workers who are actually in ongoing
relationships will appear in our series of new hires. Given that we are going to illustrate
that the wage of new hires reacts stronger to productivity fluctuations, such misreporting
will bias our elasticity estimate downwards. Our procedure is not affected by unemployed
erroneously misreporting to be employed because we observe no wage information for them
and can therefore detect the misreporting.
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where ∆uijt = εijt and xij is a vector of individual-specific but time-invariant
characteristics.

Following Bils (1985), the standard approach in the micro-literature has
been to first difference this equation, so that the individual heterogeneity
terms drop out. However, the need to first difference the wage limits the
analysis to workers that were employed both in the current and in the pre-
vious quarter and thus does not allow to consider the wage of newly hired
workers. Therefore, we take a different approach and proxy xij by a vector
of observables: gender, race, marital status, education and experience.

Aggregating by quarter and first differencing, we get

∆ log wjt = αj + ∆xT
jtβ + ξj∆ log yt + εijt. (1)

Notice that although we may assume worker characteristics to be time-
invariant for an individual, the average characteristics of the labor force
xjt vary with time because the composition of the labor force changes. To
implement this regression as a 2-step procedure, we first regress individual
wages on individual characteristics (in levels) and calculate a composition
bias corrected wage index as

log w̃jt = log wjt − (xjt − x̄j)
T β (2)

where x̄j denotes the sample average of characteristics x in group j over the
respective time period. w̃jt denotes our wage index for group j in period t
after controlling for observable characteristics. In a second step we will later
regress the corrected wages w̃jt on productivity in first differences to get ξj.

2.3 Business cycle statistics

To have a first look at the cyclical properties of these wages, the first row
of Figure 3 contrasts the cyclical component of the wages series for workers
in ongoing job-relationships and newly hired workers8. As is clear from the
top left panel of Figure 3, the business cycle fluctuations in the wage of
workers in ongoing jobs looks very similar to the fluctuations in the wage
for all workers. Neither series is very volatile and neither shows a clear
comovement with the NBER business cycle dates. The wage of newly hired
workers in the top right panel of figure 3, however, is not only much more
volatile than the aggregate wage, but shows a pronounced countercyclical
pattern,

8For all Figures representing cyclical components we have chosen to detrend using the
bandpass filter and eliminating frequencies higher the 6 and lower than 32 quarters. We
focus on the bandpass filtered data because they are less affected by the sampling error
in the wage series.
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Consider next the set of business cycle statistics for labor market vari-
ables as in Shimer (2004, 2005) in table 2. The standard deviation9 of the
wage of new hires is about 40% higher than for the wage of all workers and
an F-test overwhelmingly rejects the null that the two variances are equal.
The wage of new hires is also somewhat less persistent. These results are
not specific to the HP filter, a similar picture emerges when statistics are
computed using the band-pass filter or first differences. Also, our conclu-
sions are the same, and often even starker, if we use the mean instead of
the median wage for each group10. This is our first piece of evidence that
the wage for newly hired workers seems much less rigid than the aggregate
wage.

The wage for stayers looks consistently very similar to the wage of all
workers, because of the fact that in any given quarter, the vast majority of
workers (about 95%) are in ongoing job relationships.

3 Response of wages to productivity

We now focus on a particularly relevant business cycle statistic: the coeffi-
cient of a regression of the log real wage index on log real labor productivity,
where our preferred measure for labor productivity is output per hour.11 In a
model that is driven by productivity shocks only, like the standard stochastic
search model, this elasticity provides an intuitive measure of wage rigidity.
If wages are perfectly flexible, they respond one-for-one to changes in pro-
ductivity, whereas an elasticity of zero corresponds to perfectly rigid wages.

As pointed out by Hagedorn and Manovskii (2008), the elasticity of
wages with respect to productivity is a better summary statistic for calibrat-
ing the search model than the correlation or elasticity of wages with other
variables, like the unemployment rate, vacancies or labor market tightness.
There are at least three reasons for this. First, in the model, other labor
market variables are endogenous, but productivity is exogenous. Therefore,
a regression of log wages on log productivity will deliver an unbiased es-
timate of the elasticity. Second, the coefficient of a regression of wages on
unemployment or vacancies is inversely proportional to the variance of these
variables. If we are evaluating the performance of the model to match these
variances, then we do not want to target them in the calibration. Third, it
is likely that composition bias affects the cyclicality of wages if we use, for
example, the unemployment rate as a cyclical indicator. Solon, Barsky and
Parker (1994) show that, in a recession, firms hire on average more skilled
workers than in a boom. Because more skilled workers are more productive,

9The wage series constructed from the CPS are subject to sampling error, which bi-
ases the second moments. The business cycle statistics have been corrected for this, see
Appendix B.

10All these results are available in the UPF working paper version #1047.
11However, one may worry about endogeneity, see section 3.2.3.
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this drives up wages in a recession. It is unlikely however, that it affects the
elasticity of wages with respect to labor productivity, because workers’ skill
level affects productivity and wages proportionally.

3.1 Estimation

In the context of this paper, there are additional advantages of using the
elasticity rather than the correlation of wages with productivity. Our wage
series are subject to (intertemporally uncorrelated) measurement error. This
biases the volatility of wages and therefore their correlation with other vari-
ables (see appendix B). In a regression, however, measurement error in the
dependent variable does not bias the coefficient. Moreover, the coefficient
has a clear causal interpretation as an elasticity, it is straightforward to cal-
culate standard errors, and we can easily control for other factors that affect
wages, if necessary.

In order to avoid a spuriously high elasticity if wages and productivity
are integrated, we estimate our regression in first differences.

∆ log w̃jt = αj + ξj∆ log yt + εjt (3)

where w̃jt denotes the real wage index of subgroup j ∈ {all workers, new hires}
and yt is labor productivity. Estimating in first differences has the addi-
tional advantage that we do not have to detrend the data using a filter,
which changes the information structure of the data and therefore makes it
harder to give a causal interpretation to the coefficient.

Notice that w̃jt in equation (3) is itself an estimate from the underlying
individual level wage data. Previous studies on the cyclicality of wages,
starting with Bils (1985), have collapsed the two steps of the estimation
procedure into one, and directly estimated the following specification from
the micro data.

∆ log wijt = αj + ξj∆ log yt + εijt, (4)

where wijt denotes the wage of individual i, belonging to subgroup j, at time
t. However, because the wage last quarter is unobserved for newly hired
workers (since they were not employed), this approach is not feasible for our
purpose. Therefore, we implement our procedure as a two-step estimator
and estimate (3) from aggregate wage series.

The main methodological difference between our study and previous
work, which allows us to explore the cyclicality in the wage of newly hired
workers, is that we use the first difference of the average wage, rather than
the average first difference of the wage, as the dependent variable. This
raises the question whether our approach to control for composition bias
using observable worker characteristics is sufficient to control for all worker
heterogeneity. To explore this issue, we re-estimated the results in Devereux
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(2001), the most recent paper that is comparable to ours.12

The first column of table 3 replicates Devereux’s (2001) estimate of the
response of the wage of workers in ongoing relationships to changes in the
unemployment rate.13 This response is estimated as in (4), additionally con-
trolling for experience and tenure in the second step. We now re-estimate
this number using an estimation approach that is gradually more similar to
ours. First, we directly estimate the elasticity from the micro-data, clus-
tering the standard errors, rather than employing a 2-step procedure. As
expected, this leaves both the point estimate and the standard error virtu-
ally unaltered. Then, we use the 2-step procedure that we use for the CPS,
first aggregating wages in levels and then estimating the elasticity in first dif-
ferences. This procedure, which fails to control for composition bias, gives a
rather different point estimate, making the wage look less cyclical. However,
when we include controls for education and demographic characteristics, the
estimate in column 4 is once again very close to that in Devereux (2001).
Surprisingly given that our procedure is less efficient than the one used by
Devereux, we even get virtually the same standard error, suggesting the
efficiency loss is small and we conclude that our procedure to control for
individual heterogeneity using observable worker characteristics works well
in practice.

3.2 Results for newly hired workers

Estimation results for the elasticity of various wage series with respect to
productivity are reported in table 4. All regressions include quarter dummies
to control for seasonality but are otherwise as in equation (3). For each
regression, we report the estimate for ξj , the standard error and the number
of quarterly observations.

Across specifications, the elasticity of the wage of new hires with respect
to productivity is much higher than the elasticity of the wage of all workers.
The wage of new hires responds almost one-to-one to changes in labor pro-
ductivity, with an elasticity of 0.79 in our the baseline estimates. The point
estimates are never significantly different from one and often significantly

12We are grateful to Paul Devereux for making his data available to us. To our knowl-
edge, Devereux (2001) is the most recent paper with estimates comparable to ours from
the PSID. Devereux and Hart (2006) use UK data. Barlevy (2001) regresses wages on
state-level unemployment rates and includes interactions of the unemployment rate with
unemployment insurance. Other more recent papers (Grant 2003, Shin and Solon 2006)
use the NLSY. While the NLSY may be well suited to explore some interesting questions
closely related to the topic of this paper (in particular, the cyclicality of the wage of job
changers because of the much larger number of observations for this particular group of
workers), it is not a representative sample of the US labor force.

13Previous studies have typically focused on the response of wages to unemployment as
a cyclical indicator rather than productivity. Since here we are interested in evaluating
the estimation methodology, we follow this practice for comparability.

10



different from zero. Thus, we do not find any evidence for wage rigidity in
the wage of new hires, at least for the period after the great moderation.

If we ignore the potential for an hours adjustment over the business cycle,
one may argue that output per person and earnings per person provide better
measures of wages and labor productivity. Results for these measures are
also presented in table 4 and provide a very similar picture as the hourly
data. The results are also similar or even strengthened if we use median
instead of mean wages or if we weight the regression by the inverse of the
variance of the first step estimates, see table 5. Finally, the results are
robust to different ways to construct aggregate wages series from the CPS,
see Table 6.

3.2.1 Composition Bias

Controlling for composition bias is crucial for our results. This is particularly
true for newly hired workers, whose wage is more sensitive to changes in the
composition of the unemployment pool. In table 7, we present alternative
estimates if we control only for a subset of observable components of skill.
Not controlling for skill, reduces the elasticity of the wage of new hires from
0.79 to about 0.54.

We find that education is by far the most important component of skill.
Not controlling for education gives an estimate that is similar to the elasticity
we get if we do not control for skill at all. Controlling for experience or
demographic characteristics has a much smaller effect on the elasticity. To
our knowledge, this result is new. Whereas the importance of composition
bias was well known, we document that it is largely driven by education level
of unemployed workers, or at least by some component of skill for which the
education level is a good proxy.

3.2.2 Response by gender and age groups

In table 8 we show results for men only and for different age cutoffs. The
response of wages to productivity is somewhat higher for men. Adding
young workers to the sample, the elasticity of the wage of new hires decreases
substantially. We know that the first-job is a very important issue, see work
of von Wachter (AER). Furthermore, this now contains college kids who do
summer jobs. To homogenize the sample somewhat we prefer the 25 and
upwards age groups. On the upper end, results are quite robust to adding
the 60–65 age group.

3.2.3 Alternative measures of productivity

Our baseline productivity measure is output per hour. The average and
marginal product of labor are proportional to each other under the Cobb
Douglas assumption. As Hall has recently pointed out (Hall 2007), output
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per hour is therefore an appropriate measure of productivity when elastici-
ties are computed. However, it may be argued that output per hour contains
labor and may thus be subject to endogeneity bias. For this reason we in-
vestigate if our results change if we instrument labor productivity by various
measures of TFP. We explore a ‘poorman’s’ version of TFP, where we add
the labor share times total hours worked from output per hour, as well as
the quarterly version of the Basu, Fernald and Kimball (2006) TFP series,
constructed by Fernald (2007). The results are reported in table 9. For all
alternative TFP series our results become stronger and the elasticity of the
wage of newly hired workers is now very close to unity.

3.3 Job changers

Throughout this paper, we have focused on newly hired workers out of non-
employment. We argue that this is the relevant group of workers to compare
to a standard search and matching model. However, as argued by Pissarides
(2007), job-to-job movers, although not strictly comparable to a model with-
out on-the-job search, may also be informative about wage flexibility of new
hires. Some previous studies explored the cyclicality of wages of this group
of workers (Bils 1985; Devereux and Hart 2006; Barlevy 2001, see also Pis-
sarides 2007 for a survey of these and other papers). Compared to new hires
out of non-employment, job-to-job changers are an attractive group to study
because one can control for composition bias by taking an individual-specific
first difference.

To compare our results to those studies, we replicate and extend some
of the results in Devereux (2001). Using annual panel data from the PSID,
1970-1991, Devereux finds an elasticity of the wage of all workers to changes
in the unemployment rate of about −1 and for job stayers of about −0.8.
These estimates are replicated in table 10. Devereux does not report the
cyclicality of job changers, but this elasticity can readily be estimated using
his data and is also reported in the table. With an elasticity of −2.4, the
wages of job changers are much more cyclical than those of all workers.

When we replace the right-hand side variable in these regressions with
labor productivity, we find estimates that are very well in line with our
baseline results. With an elasticity of about 0.96, the wage of job changers
responds almost one-to-one to changes in productivity. The wage of all
workers is slightly more responsive than in our baseline estimates (this may
be due to the difference in the sample period), but is much less cyclical than
the wage of job changers.14

Finally, we check whether there might be systematic differences between

14Notice that the sample size of job changers in the PSID is very small and the standard
error of the elasticity of the wage of job changers to changes in productivity is much larger
than our baseline estimate for the response of new hires out of non-employment, despite
the fact that the estimation procedure in the PSID is more efficient, see section 3.1.
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the PSID and the CPS by estimating the cyclicality in the wage of job
changers from our CPS data. After 1994, the CPS asks respondents whether
they still work in the same job as at the time of the last interview one month
earlier. We use this question to identify job changers and find the estimates
in the bottom panel of table 10. Since we can only use data since 1994,
the standard errors of these estimates are very large. The point estimates
however, are very well in line with the estimates from the PSID.

We find that the wage of job-to-job movers responds similar to changes
in labor market conditions as the wage of newly hired workers out of non-
employment and -if anything- is even more cyclical. Intuitively, this makes
sense. A story of wage rigidity that is based on rigidity in ongoing job
relationships would affect neither new hires out of non-employment nor job-
to-job movers. To the best of our knowledge, this result was not known
before. It justifies the exercise in Pissarides (2007), to use the wage of job
changers as a proxy for the wage of newly hired workers out of unemployment
to calibrate a search and matching model without on-the-job search.

3.4 Great moderation and pre-1984 wage rigidity

Although our data starts in 1979, all estimates we presented so far were
based on the 1984-2006 sample period. The reason is that around 1984
various second moments, relating to volatility but also to comovement of
variables, changed in the so called Great Moderation (Stock and Watson
????). The change in the comovement seems to be particularly relevant for
labor market variables, see Gaĺı and Gambetti (2007).

As opposed to virtually all other macroeconomic aggregates, the volatil-
ity of wages did not decrease around the Great Moderation. This is true for
the aggregate wage as well as for the wage of newly hired workers, see Table
2. We now explore whether the response of wages to productivity changed
in this period.

Table 11 presents the elasticity of the wage with respect to productivity
for our baseline sample 1984-2006 as well as for the full period for which
data are available, 1979-2006.15 Even though we add only 5 years of data to
the sample, wage respond substantially less to changes in productivity over
the full sample than in the post 1984 period. The ordering of the response
of the wages of the various groups of workers is unchanged: the wage of new
hires responds more than the average wage, the wage of workers in ongoing
jobs less. However, now even the wage of newly hired workers responds sub-
stantially less than one for one to changes in labor productivity. Like our
baseline results, these estimates are robust across different measures of pro-
ductivity, different sample selection criteria and different ways to calculate
the wage series or estimate the elasticity.

15Ideally, we would like to compare the elasticities to those for the pre-1984 period, but
since we have only 5 years of data prior to 1984, this is infeasible.
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These findings provide some evidence for wage rigidity prior to 1984 and
a flexibilization of the labor market during the Great Moderation. And
because there seems to have been rigidity in wages of newly hired workers
as well as in wages of workers in ongoing jobs, this flexibilization may have
affected fluctuations in employment and other macroeconomic aggregates.
While one has to interpret these estimates with care given the short period of
data before 1984, they are consistent with studies that have pointed towards
changes on the labor market as the ultimate cause of the Great Moderation
(Gaĺı and Gambetti 2007) or have even attributed the Great Moderation to
a reduction in wage rigidity (Gourio 2007).

4 Implications for job creation and unemployment
fluctuations

What models of labor market fluctuations are consistent with the observed
behavior of wages? First of all, it must be that the labor market is subject
to search frictions. On a frictionless labor market, workers can be costlessly
replaced so that each worker is ‘marginal’ and differences in the wage of
newly hired workers and workers in ongoing jobs cannot be sustained as an
equilibrium. In this section we show that, in addition to search frictions, we
also need rigidity in the wages of workers of ongoing jobs in order to match
the low response of those wages to changes in productivity. We also show
that wages must be close to flexible at the time of creation of a match to
match the response of wages of newly hired workers.

The type of wage rigidity we find to be consistent with the data (flex-
ible at the start of a match, rigid over the duration of the job) does not
affect job creation and therefore is unlikely to explain the unemployment
volatility puzzle. The basic intuition for this result is that in search and
matching models, as in all models with long term employment relationships,
the period wage is not allocative (Boldrin and Horvath 1995). Labor market
equilibrium determines the present value of these wage payments in a match,
but the path at which wages are paid out over the duration of the match is
irrelevant for job creation as long as the wage remains within the bargaining
set and does not violate the worker’s or firm’s participation constraint (Hall
2005). This means that wage rigidity matters only if it implies rigidity in
the expected net present value of wage payment at the start of a match
(Shimer 2004).

4.1 Job creation on a frictional labor market

To illustrate this point, consider a standard search and matching model with
aggregate productivity shocks. Because we focus on job creation, we assume
job destruction is exogenous and constant, as in Pissarides (1985). We
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think of fluctuations as being driven by shocks to productivity, as in Shimer
(2005).16 In this model, job creation is determined by vacancy posting.
Risk-neutral firms may open a vacancy at cost c > 0 per period. With
probability q (θt), a firm finds a worker to fill its vacancy, in which case a
match is formed. The worker finding probability is strictly decreasing in
labor market tightness θt = vt/ut, where vt is the total number of vacancies
in the economy and ut is the unemployment rate. Matches produce output yt

and the worker needs to be paid a wage wt so that profits are yt−wt in every
period. With probability δ ∈ (0, 1), matches are exogenously separated.

The decision how many vacancies to post is a trade-off between the
vacancy posting costs on the one hand and the expected net present value
of profits on the other. This trade-off is summarized by the job creation
condition,17

c = q (θt)
ȳt − w̄t

r + δ
(5)

where r > 0 is the discount rate for future profits and ȳt and w̄t are the
‘permanent’ levels of productivity and the wage, defined as18

x̄t =
r + δ

1 − δ

∞
∑

τ=1

(

1 − δ

1 + r

)τ

Etxt+τ (6)

Notice that the firm uses an effective discount rate of r + δ because of the
possibility that the match is destroyed. When expected profits go up, firms
post more vacancies, which increases labor market tightness θt and therefore
reduces the worker finding probability until in expectation profits are equal
to the vacancy posting costs c again. The derivation of equation (5) is
standard; details may be found in appendix C.1.

We now turn to the question what kind of wage determination mecha-
nism we need to assume in order to match our findings for the response of
wages to changes in productivity. If wages are rigid in the sense that the
permanent wage w̄t does not increase in response to an increase in (perma-
nent) productivity ȳt, then profits and therefore vacancy creation respond
more strongly to this increase in productivity. Because we can think of
the job creation equation (5) as a labor demand curve, this is the sense in
which search models replicate the Walrasian intuition for why wage rigid-
ity amplifies unemployment fluctuations. The difference with the Walrasian

16Our empirical results do not rely on this assumption. If business cycles were driven,
for example, by demand shocks, these shocks would still affect wages only through the
productivity of labor. However, in more general models the effect of wage rigidity on
unemployment fluctuations is less clear, because there may be interaction effects with
other frictions like nominal rigidities, see e.g. Thomas (2008).

17We write the model in discrete time but assume that all payments are made at the end
of the period, so that the expressions look similar to the continuous time representation.

18These are the constant levels for productivity and wages that give rise to the same
expected net present value as the actual levels. We borrow the term permanent levels
from the consumption literature, cf permanent income.
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framework is that not current profits yt − wt matter for vacancy creation,
but the expected net present value of profits over the duration of the match.

4.2 Flexible wages

Because search frictions drive a wedge between the reservation wages of
firm and worker, there is a positive surplus from a match. The standard
assumption in the literature is that each period, firm and worker engage in
(generalized) Nash bargaining over the wage, so that each gets a fixed pro-
portion of the surplus. Under this assumption, we can derive the following
wage curve or labor supply equation,

w̄t = (1 − β) b + βȳt + βcθ̄t (7)

where b is the value to the worker of being unemployed in each period, which
includes utility from leisure as well as the unemployment benefit, and β is
workers’ bargaining power in the wage negotiations. The wage depends on
labor market conditions because of the worker’s outside option to look for
another job. The derivation of equation (7) is again standard, see appendix
C.2. Combined with the job creation equation (5), the wage curve fully
describes the equilibrium of the model.

If wage bargaining takes place in every period, the wage in this model is
flexible in the sense that it immediately adjusts to changes in productivity
and labor market conditions. To explore the quantitative predictions of the
flexible wage model for the response of wages to changes in productivity,
we assume that yt follows an exogenous stochastic process that is consistent
with labor productivity data, and simulate the model. The details of the
calibration and simulation procedure are described in appendix C.3. Since
some of the parameters are calibrated directly to data, we show only the
model predictions for different values of the unemployment benefit b and
workers’ bargaining power β, keeping the other calibration targets fixed at
the values used by Shimer (2005).

The simulation results in Table 13 reveal several interesting patterns.
First, the elasticity of the wage of newly hired workers with respect to current
productivity is very close to the elasticity of the permanent wage with respect
to permanent productivity for all calibrations. Since we observe the former,
but the latter matters for job creation, this finding is encouraging in light of
the exercise in this paper. (In section 4.3, we discuss why the two elasticities
are not exactly the same.)

Second, we find that the response of the wage of newly hired workers is
identical to the response of the wage of job stayers to changes in productivity.
This finding is not surprising. Since all firms and all workers are identical,
they have the same outside options at each point in time. And since each
firm-worker pair bargains over the wage in each period, they always agree
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on the same wage. This prediction of the model however, is clearly at odds
with our estimates.

Finally, the simulation results show that the elasticity of the wage with
respect to productivity is close to one for a wide range of parameter values.
In models with a frictionless labor market, this elasticity is always exactly
equal to one if the expenditure share on labor in the production function
is constant. In that case, the marginal product of labor is proportional to
its average product, and the wage equals the marginal product. However,
on a labor market with search frictions, the wage is no longer equal to the
marginal product of labor. What we show here is that for a wide range of
calibrations, the wage is roughly proportional to the marginal product. This
provides an intuitive benchmark for the empirical results: in a model with
flexible wage setting, wages should respond almost one-for-one to changes
in labor productivity.19 And this prediction is consistent with our estimate
of the response of the wage of newly hired workers, suggesting that wage
setting is flexible for those workers.

Summarizing, a model with search frictions on the labor market, but
perfectly flexible wage setting, predicts a response of wages of newly hired
workers to changes in productivity that is in line with our estimates. The
model fails however, to capture the substantially lower response of wages
of workers in ongoing matches. This suggests that wages in ongoing jobs
are rigid. We now proceed to introduce this kind of wage rigidity into the
model.

4.3 Rigid wages in ongoing jobs

We maintain the assumption that wages are determined by Nash bargaining,
but only at the start of a match. Thereafter, wages are rigid so that they
do not change much anymore for the duration of the match. Under this
assumption the wage curve is exactly like (7). Notice that the permanent
wage depends not only current but also on expected future labor market
conditions, because by accepting a job, the worker forfeits the option value to
find another job in the future. The fact that the period wage does not appear
in the equilibrium conditions for θt illustrates that the path at which wages
are paid is irrelevant for labor market tightness θt and therefore job creation.
The period wage is not determined in this model, unless we explicitly model
the type of wage rigidity we have in mind.

19The only calibrations for which the elasticity is substantially smaller than one are very
small values of workers’ bargaining power as, for example, in Hagedorn and Manovskii
(2008), who calibrate β to a wage elasticity of 0.3. This calibration is ruled out by our
estimates for the response of wages of newly hired workers. Notice however, that this is not
crucial for their result that the flexible wage model can match the volatility of vacancies
and unemployment. Even with large values for β, the model can generate large amounts
of volatility as long as b is close enough to 1 so that the match surplus is small.
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As an extreme case, assume that wages are perfectly rigid in ongoing
jobs. This is the model analyzed in Shimer (2004). As in that paper, we
need to make an assumption to avoid inefficient match destruction. Shimer
assumes that search frictions are large enough that, given the stochastic
process for labor productivity, the wage in ongoing matches never hits the
bounds of the bargaining set. Here, we make the simpler assumption of full
commitment on the part of both worker and firm, so that matches never
get destroyed endogenously (as in the simple case in Rudanko 2006). This
model is relatively simple to solve. The simulation results are presented in
Table 13.

Three main results follow from the simulations. First, wage rigidity
in ongoing jobs drives a wedge between wages of newly hired workers and
of workers in ongoing jobs, the latter now responding substantially less to
changes in productivity than the former. Second, some of the wage rigidity
seems to ‘spill over’ to newly hired workers and the response of the wages
of these workers to changes in productivity is now substantially less than
one. Third, this type of wage rigidity does not affect the response of the
permanent wage to changes in permanent productivity and therefore also
does not affect the volatility of job creation. We discuss each of these results
in turn.

Since we assumed wages of workers in ongoing jobs to be rigid, it is not
surprising that the wage of this group of workers responds less to productiv-
ity than the wage of newly hired workers, which is not subject to the rigidity.
The only reason that the elasticity for job stayers is not equal to zero is that
the group of stayers changes over time: this period job stayers includes last
period’s new hires. But because the fraction of new hires is small compared
to the overall size of the labor force, this effect is small. The much lower
responsiveness of the wage of workers in ongoing jobs than the wage of new
hires to changes in productivity is consistent with our estimates, improving
the ability of the model to match the wage data compared to the model with
perfectly flexible wages.

To understand why the wage of newly hired workers responds less than
one-for-one to changes in productivity, despite the fact that wages setting is
flexible for these workers, it is useful to consider the following identity,

d log w̄t

d log ȳt
=

d log w̄t/d log w0
t

d log ȳt/d log yt

d log w0
t

d log yt
(8)

where w0
t denotes the wage of newly hired workers, so that d log w0

t /d log yt

is the elasticity of the wage of newly hired workers with respect to current
productivity, which we observe, and d log w̄t/d log ȳt is the elasticity of the
permanent wage with respect to permanent productivity, which determines
fluctuations in job creation. The difference between the two elasticities is
a ratio that reflects the relative persistence in wages and productivity in
ongoing jobs.
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Since in this model the permanent wage equals the wage of new hires
(since the wage in a given job never changes anymore after the time of
hiring), the numerator of this ratio equals one. If productivity were a random
walk, then ȳt = yt and the denominator would be one as well. In that case,
the observed elasticity of the wage of newly hired workers would exactly
reflect the elasticity of the permanent wage. If there is mean reversion
in productivity, d log ȳt/d log yt is smaller than one, so that the observed
elasticity provides a lower bound for the elasticity of the permanent wage.
This result is consistent with Kudlyak (2007), who constructs an estimate for
the permanent wage, which she calls the ‘wage component of the user cost of
labor’, and finds that “the wage component of the user cost is more cyclical
than the wages of newly hired workers, which in turn are more cyclical than
the wages of all workers.”

Equation (8) can also be used to explain why, in the flexible wage model,
the response of the wage of new hires to changes in current productivity is
close, but not exactly equal, to the response of the permanent wage to
changes in permanent productivity. In that model, persistence in wages
is equal to the persistence of the productivity process plus any additional
persistence coming from the model dynamics. But since the search and
matching model exhibits virtually no endogenous propagation, the ratio of
the persistence of wages over productivity is very close to one.

The model with perfectly rigid wages in ongoing jobs slightly underpre-
dicts the response of the wage of both workers in ongoing jobs (0.16) and
new hires (0.65) to changes in productivity compared to our estimates (0.25
and 0.79 respectively). There are many reasons why wages in ongoing jobs
would be less than perfectly rigid. One possibility would be to relax the
assumption of full commitment and assume that wages in ongoing jobs are
rebargained if but only if the wage hits the bounds of the bargaining set, as
in an earlier version of Hall’s (2005) paper. What is important for the argu-
ment here, is that we match the response of wages to productivity, assuming
that wages are rigid only in ongoing jobs. As we argued in the introduction,
this assumption is consistent with most micro-foundations for wage rigidity.

Wage rigidity in ongoing jobs does not affect job creation. The reason
is that job creation, which is completely pinned down by equations (5) and
(??), is affected only by the permanent wage. And rigidity of the wage
in ongoing jobs does not imply any rigidity in the permanent wage. The
intuition for this result is that equilibrium tightness is determined by those
firms who have not yet found a worker and are deciding whether or not to
post a vacancy. These firms are trading off payment of the search cost c with
the expected future profits after hiring a worker. What matters for these
profits, is the expected future wage payments to be made to the worker.

For comparison, we also present simulation results for a model with
rigid wages at the start of a match. Here, we think of wage rigidity as
countercyclical bargaining power of workers, as suggested by Shimer (2005).

19



We model this in the simplest possible way, by making β depend negatively
on the level of productivity, and calibrate the degree of rigidity to match the
response of job creation to changes in productivity. Without any additional
rigidity in wages of ongoing jobs, this model roughly matches the response
of the wage of workers in ongoing jobs but implies a much lower response of
the wage of newly hired workers than we find in the data.

4.4 The unemployment volatility puzzle

Wage rigidity in ongoing jobs, which is consistent with the wage data, does
not affect job creation and therefore does not generate more volatility in un-
employment. What are the implications of our results for the unemployment
volatility puzzle more generally? A useful starting point is to calculate the
response of the job finding rate to changes in labor productivity from the job
creation equation (5). Assume the matching function is Cobb-Douglas with
constant returns to scale and let η denote the share of the unemployment
rate. Then, the response of the hiring rate p (θt) = θtq (θt) = θ1−η

t is given
by

d log p (θt)

d log yt

=
1 − η

η

[

ȳt

ȳt − w̄t

− w̄t

ȳt − w̄t

d log w̄t

d log ȳt

]

(9)

Two things matter for the volatility of the job finding rate in response to
productivity shocks: the elasticity of the permanent wage with respect to
permanent productivity, and the size of permanent profits ȳt − w̄t. Our
estimates indicate that the wage elasticity d log w̄t/d log ȳt is close to one in
the data.

There are two ways to interpret our results. First, one might conclude
that wages must be perfectly flexible and so that the wage elasticity is virtu-
ally equal to one, as in Table 13. This interpretation is certainly consistent
with our estimates. In this case, the response of the job finding rate to
changes in productivity in (9) reduces to (1 − η) /η. The only parameter
that matters for fluctuations in job creation is the elasticity of the matching
function. Petrongolo and Pissarides survey empirical estimates of η and find
that the share of unemployment in the matching function is no greater than
0.5. Thus, the response of p (θt) to changes in yt predicted by the model, is
at most 1. In the data, the ratio of the standard deviation of the job finding
rate p (θt) over the standard deviation of labor productivity yt is about 5.9.
Thus, in this interpretation, the model cannot be calibrated to match the
volatility of job creation.

Since (9) was derived only from the job creation equation (5), which was
derived without any assumptions on wage determination or workers’ behav-
ior, the only way to fix the model would be to change modeling of labor
demand side of the market. Attempts to solve the unemployment volatil-
ity puzzle along this dimension include REFERENCES [Reiter: embodied
technological change; Mortensen and Nagypal: ??]
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Our estimates are consistent with an alternative interpretation is possible
as well. A value for d log w̄t/d log ȳt that is close to, but not equal to one,
cannot be rejected based on our estimates. Thus, a moderate degree of
wage rigidity, for example as implied by the bargaining setup in Hall and
Milgrom (2008), may help generate more volatility in job creation. In this
case, an alternative calibration may also contribute to solving the puzzle.
By making profits a very small share of total match output, the response
of the job finding rate to changes in productivity as in equation (9) can
be made arbitrarily large. This is the intuition for why the small surplus
calibration of Hagedorn and Manovskii (2008) generates large fluctuations
in unemployment.

Finally, a generalization of the model that allows for endogenous job de-
struction could contribute to the volatility of unemployment, although the
contribution to fluctuations in job creation -if any- is likely to be small. Fu-
jita and Ramey (IER, forthcoming), in response to Shimer (2007), show that
fluctuations in the separation rate may explain up to 50% of the volatility
of unemployment. In our model, the separation rate is constant, so that
fluctuations in unemployment are attributed entirely to fluctuations in the
job finding rate by the following accounting identity.

ut+1 = ut + δ (1 − ut) − p (θt)ut (10)

Since exogenous fluctuations in the separation rate δt, imply a counterfactual
positive correlation between unemployment and vacancies (see e.g. Shimer
2005), the most promising way to relax this assumption seems to be to
endogenize job destruction, e.g. as in Mortensen and Pissarides (1994). This
raises the question whether wage rigidity may affect job creation through
its effect on job destruction, for example because worker and firm take into
account the effect on the probability that their match will be destroyed when
they bargain over the wage at the start of the match. We argue that this
effect is likely to be small. First, it seems implausible on theoretical grounds
that wage rigidity would affect job destruction, since the effect would imply
inefficient destruction of matches, i.e. separations that could be avoided by
re-bargaining the wage when necessary, see Hall (2005). Second, as shown
by Mortensen and Nagypal (2006) and Pissarides (2007), while endogenous
separations may have an important impact on unemployment fluctuations,
this generalization of the model does not affect the dynamics of labor market
tightness. Since in this paper, we focus on the dynamics of job creation,
relaxing the assumption of an exogenous separation rate is unlikely to affect
our results.
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5 Conclusions/Discussion

In this paper we construct an aggregate time series for the wage of workers
newly hired out of non-employment. We find that these wages of newly hired
workers react strongly to productivity fluctuations with an elasticity of one
whereas wages of workers in ongoing job relationships react very little to
productivity fluctuations. The significance of these results is heightened by
the large number of workers in our sample compared to orders of magnitudes
fewer observations in studies using either NLSY or PSID.

Consistent with previous research using other data sets, we have further
shown that cyclical variation in the skill composition of the workforce is an
important factor in the analysis of wage variability over the business cycle.
Our findings also bear on the importance of several alternative theories of
employment fluctuations.

Our empirical results are evidence against several common assumptions
in the literature that imply rigidity in the wage of newly hired workers as
in Hall (2005), Gertler and Trigari (2006) or Blanchard and Gaĺı (2006).
The calibrations of Hagedorn and Manovskii (2008) and Hall and Milgrom
(2007) imply wage variability for newly hired workers that is slightly lower
than our estimates but clearly within our confidence bounds. Finally, the
implications of embodied technology as in Reiter (2008) are fully consistent
with our results.
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A Description of the data

We use wage data for individual workers in the CPS outgoing rotation groups
from 1979 to 2006. We match these workers to the three preceding basic
monthly datafiles in order to construct four months (one quarter) of employ-
ment history, which we use to identify newly hired workers. The outgoing ro-
tation group data are available from http://www.ceprdata.org/cps/org index.php
and the basic monthly datafiles from http://www.nber.org/data/cps basic.html.
Stata do-files to create our matched datasets with uniform variable defini-
tions over time are available from the authors on request and will be posted
in due time at http://www.econ.upf.edu/˜vanrens/wage.

A.1 Wages from the CPS outgoing rotation groups

We consider only wage and salary workers that are not self-employed and
report non-zero earnings and hours worked. Both genders and all ages are in-
cluded in our baseline sample. Our wage measure is hourly earnings (on the
main job) for hourly workers and weekly earnings divided by usual weekly
hours for weekly workers. For weekly workers who report that their hours
vary (from 1994 onwards), we use hours worked last week. Top-coded weekly
earnings are imputed assuming a log-normal cross-sectional distribution for
earnings, following Schmitt (2003), who finds that this method better repli-
cates aggregate wage series than multiplying by a fixed factor or imputing
using different distributions. Notice that the imputation of top-coded earn-
ings affects the mean, but not the median wage.

Outliers introduce extra sampling variation. Therefore, we mostly use
median wages throughout the paper. For mean wages, we follow the liter-
ature and apply mild trimming to the cross-sectional distribution of hours
worked (lowest and highest 0.5 percentile) and hourly wages (0.3 percentiles).
These values roughly correspond to USD 1 per hour and USD 100 per hour
at constant 2002 dollars, the values recommended by Schmitt (2003). We
prefer trimming by quantiles rather than absolute levels because (i) it is
symmetric and therefore does not affect the median, (ii) it is not affected
by real wage growth and (iii) it is not affected by increased wage dispersion
over the sample period.

We do not correct wages for overtime, tips and commissions, because (i)
the relevant wage for our purposes is the wage paid by employers, which
includes these secondary benefits, (ii) the data necessary to do this are not
available over the whole sample period, and (iii) this correction has very
little effect on the average wage (Schmitt 2003). We also do not exclude
allocated earnings because (i) doing so might bias our estimate for the av-
erage wage and (ii) allocation flags are not available for all years and (iii)
even if they are only about 25% of allocated observations are flagged as such
(Hirsch and Schumacher 2004).
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Mean and median wages in a given month are weighted by the appropri-
ate sampling weights (the earnings weights for the outgoing rotation groups)
and by hours worked, following Abraham et al. (1999) and Schmitt (2003).
We explore robustness to the weights and confirm the finding of these pa-
pers that hours weighted series better replicate the aggregate wage. Average
mean or median wages in a quarter are simple averages of the monthly mean
or median wages. Consistent with the literature, we consider mean log wages
rather than log mean wages. In order to correct the business cycle statis-
tics for the wage for sampling error (see appendix B), we calculate standard
errors for mean and median wages. Standard errors for the mean are sim-
ply the standard deviation of the wage divided by the square root of the
number of observations. Medians are also asymptotically normal, but their
variance is downward biased in small samples. Therefore, we bootstrap these
standard errors.

We seasonally adjust our wage series by regressing the log wage on quar-
ter dummies. Nominal wages are deflated by the implicit deflator for hourly
earnings in the private non-farm business sector (chain-weighted) from the
BLS productivity and costs program. Using different deflators affects the
results very little, but decreases the correlation of our wage series with the
aggregate wage.

We identify private sector workers using reported ‘class of worker’. We
construct an industry classification that is consistent over the whole sample
period (building on the NBER consistent industry classification but extend-
ing it for data from 2003 onwards). We use this industry variable to identify
farm workers We identify supervisory workers using reported occupation.
Because of the change in the BLS occupation classification in 2003, there is
a slight jump in the fraction of supervisory workers from 2002:IV to 2003:I.
It is not possible to distinguish supervisory workers in agriculture or the
military, so all workers in these sectors are excluded in the wage series for
non-supervisory workers.

Finally, in order to control for composition bias because of heterogeneous
workers (see section 2.2), we need additional worker characteristics to use
in a Mincerian earnings regression. Dummies for females, blacks, hispanics
and married workers (with spouse present) are, or can be made, consistent
over the sample period. We construct a consistent education variable in
five categories as well as an almost consistent measure for years of schooling
following Jaeger (1997) and calculate potential experience as age minus years
of schooling minus six.

A.2 Replicating the aggregate wage

Before we proceed to estimation and results, we document that the wage
series for all workers that we construct from the CPS roughly corresponds
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to published series for the aggregate wage. Figure20 ?? plots our measure
for the aggregate wage, constructed from the CPS, and the most commonly
used measure for the aggregate wage: hourly compensation in the private
non-farm business sector. Both series are nominal and have been seasonally
adjusted. Abraham et al. (1999) point out that it is hard to reconcile
wage series from different datasets. As documented in that paper, wages
from the CPS outgoing rotation groups increase less over the sample period
than other measures for the aggregate wage. However, because we (i) only
include workers in the private, non-farm sector, (ii) weigh the average wage
by hours worked in addition to the ORG sampling weights, and (iii) exclude
supervisory workers, as suggested by Abraham et al., the deviation in trend
between our series and the aggregate wage is not large and the correlation
between both series is almost one.

For the purposes of this paper, it is more important to replicate the
cyclical properties of the aggregate wage than the trend. Figures ??, ??, ??

and ?? plot the same two wage series, detrended by various filters roughly
in ascending order of focus on high-frequency fluctuations. Figure ?? uses
a Hodrick-Prescott (HP) filter with a relative large smoothing parameter of
105 (as in Shimer 2004, 2005). It is clear from the graph that we match the
low frequency fluctuations well and the correlation between the two series is
still very high.21 However, with this high smoothing parameter, no cyclical
pattern is discernable in the wage. In figure ??, we again detrend using the
HP filter, but now with a smoothing parameter of 1600 as is standard in the
RBC literature (see e.g. King and Rebelo, 1999). With the exception of the
1991-1994 period, our series looks quite similar to the aggregate wage.

The more low frequency fluctuations we remove from the data, the lower
becomes the correlation between our wage series and the aggregate wage
(from 1 without detrending, to 0.86 with a smoothing parameter λ = 105,
to 0.56 with λ = 1600. The reason is that our series, which is calculated
as a median (or mean) of a survey sample, is subject to sampling error.
By construction, this sampling error is independently distributed (because
there is no overlap between our quarterly micro-samples) and therefore con-
taminates the higher frequencies only. This also explains why our series
looks more volatile at high frequencies than the aggregate wage. Figure
?? addresses this issue by using a bandpass filter that blocks both low and
high frequencies. We focus on fluctuations with a period of between 6 and
32 quarters, as advocated by Stock and Watson (1999). As is clear from
the graph, we match these business cycle frequency fluctuations rather well

20All figures and tables referred to in this section are available in the old working
paper version of this paper which is available at http://www.crei.cat/∼vanrens/wage/
paper NBER2007.pdf.

21Correlation coefficients have been corrected for bias due to sampling error, see Ap-
pendix B for details. For the wage of all workers, which we are considering here, this
correction is small.
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(again, with the exception of the period 1991-1994).
Figure ?? finally, plots the wage series in first differences. This exacer-

bates the measurement error, but nevertheless there is strong comovement
left between the series, which have a correlation of 0.42 and a regression
coefficient from regression the CPS wage on the aggregate wage of 0.77. We
conclude that our series are noisier than published series for the aggregate
wage, but contain sufficient signal to make the exercise of the paper sensible.

Our wage series from the CPS looks somewhat similar to the aggregate
wage. But does it also display the same properties in terms of volatility,
persistence and comovement with other macroeconomic variables? To an-
swer this question, we evaluate the performance of our wage series to match
a set of business cycle statistics for the aggregate wage. These statistics are
reported in tables ??, ??, ?? and ?? for HP filtered data with a smoothing
parameter of 105, HP filtered data with a smoothing parameter of 1600,
bandpass filtered data and log first differences, respectively. In all these
tables, we use real wages, calculated by deflating the nominal series by the
implicit deflator for the aggregate wage.22

First, consider the set of business cycle statistics for the aggregate wage
reported by Shimer (2004). Shimer focuses on the standard deviation (coef-
ficient of variation) and the autocorrelation of the wage, and its correlation
with labor productivity, the unemployment rate, vacancies (help-wanted ad-
vertising index from the Conference Board) and labor market tightness or
the vacancy-unemployment ratio. These statistics are replicated in the top
panel of table ??, for different sample periods. The first thing to notice
is that these moments have changed over time and there are substantial
differences in the statistics between Shimer’s sample period, 1951-2000 and
ours, 1979-2006. It seems likely that these changes are related to the great
moderation around 1984, as documented in Gambetti and Gaĺı (2006).23

The last row of the top panel reports the statistics for the post great mod-
eration period 1984-2006. Comparing these with the statistics for the whole
sample, it is clear that the aggregate wage has become substantially more
volatile, particularly compared to output and more highly correlated with
labor productivity, the source of business cycle fluctuations in most search
models.

Next, we calculate the same statistics for the aggregate wage series that
we constructed from the CPS. The sampling error in our wage series biases

22We also deflated our wage series with the output deflator. For the business cycle
statistics, nothing much changes. However, the correlation with the aggregate wage drops
substantially if we do not use the same deflator for both series.

23Some of the differences may also be due to sampling error or the filtering procedure.
In row 4, we evaluate how much of the effect of the sample period is due to the HP filter.
Whether we filter the data on the full sample and then limit the sample to 1979-2006 (as
in row 3) or filter the data directly on the 1979-2006 period (as in row 4), does not make
much difference for the results.
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the moments we calculate from these data. This is clearly the case for the
variance of the wage, which equals the variance of the true wage series plus
the variance of the sampling error. But also the correlation coefficients are
biased since they have the standard deviation of the wage in the denom-
inator. However, it is possible to correct for this bias, because we know
the standard error of the estimate for the mean (or median) wage that we
calculate from the micro-data. All moments in tables ??, ?? and ?? have
been corrected for sampling error. In table ??, no correction is necessary
because the bandpass filter removes high frequency fluctuations, including
the sampling error. Details on the correction are in appendix B.

We use the summary statistics in table ?? to decide how to construct
a wage series from the CPS that best matches the cyclical properties of
the aggregate wage. To this end, we constructed a large number of wage
series, which differ by the workers that are included in the underlying micro-
data sample, the measure of centrality (mean or median) and the sampling
weights, and compare them in terms of their correlation with the aggregate
wage and a set of business cycle statistics. For each series, we calculate the
summary statistics both for our full sample period, 1979-2006, and for the
post great moderation period, 1984-2006.

The first two rows in the bottom panel of table ?? report summary statis-
tics for the hours-weighted median log real wage for all wage and salary work-
ers. This series has a correlation with the log real aggregate wage of 0.47. In
terms of business cycle statistics, the standard deviation and persistence are
well in line with the aggregate wage. The correlation with unemployment,
vacancies and labor market tightness is also similar (basically zero), but the
correlation with labor productivity much too low. Rows 3 and 4 consider
the same wage series, but calculated for a restricted sample of workers in
the private, non-farm business sector only. This brings the CPS wage closer
to the aggregate wage, with the correlation increasing to 0.65. Also, the cor-
relation with labor productivity increases, whereas all other statistics look
similar. Rows 5 and 6 present statistics for our preferred series, the hours-
weighted median log real wage for non-supervisory workers in the private,
non-farm business sector. The correlation of this series with the aggregate
wages is 0.71, the standard deviation matches almost perfectly that of the
aggregate wage and the correlation with labor productivity increases even
further, although it is still much lower than for the aggregate wage.

Rows 7 through 12 consider various alternatives to the construction of
our preferred series: not weighting the median wage by hours worked, using
the mean instead of the median wage or both. All of these alternatives, while
somewhat similar to the preferred series, perform less well in replicating the
aggregate wage and its cyclical properties.

Table ?? focuses on another set of business cycle statistics (and a differ-
ent smoothing parameter for the HP filter) that are more commonly used in
the RBC literature. The conclusions from comparing the various wage series
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to the aggregate wage using these statistics are very similar. The correla-
tion with the aggregate wage is highest for our preferred series (0.45). That
series matches well the relative standard deviation of the wage with respect
to output. It displays only slightly less persistence than the aggregate wage
and replicates reasonably well the correlation of the wage with output and
hours worked, which is close to zero. Filtering the data with a bandpass
filter or by taking log first differences, as in tables ?? and ??, confirms this
general picture. The volatility and persistence of the preferred series are
very similar to those of the aggregate wage. Like the aggregate wage, the
median wage constructed from the CPS is not very correlated with output,
labor productivity and other labor market variables.

Finally, as explained below, we lose about 20% of the observations in our
sample because we cannot classify them as either job stayers or new hires.
How does this affect the cyclical properties of the wage? The first two rows
of the third panel in tables ??, ??, ?? and ?? present summary statistics for
the wage of those workers that can be classified in either category. Across
filters, the statistics look very similar to those for the wage of all workers.

A.3 Identifying newly hired workers

We match the individuals in the outgoing rotation groups to the three pre-
ceding basic monthly data files using household ID, household number (for
multiple households on one address), person line number (for multiple wage
earners in one household), month-in-sample and state. To identify mis-
matches, we use the s|r|a criterion from Madrian and Lefgren (2000). A
worker is flagged as a mismatch if gender or race changes between two sub-
sequent months or if the difference in age is less than 0 or greater than 2
(to allow for some measurement error in the reported age). Madrian and
Lefgren show that this criterion performs well in the trade-off between false
matches and false mismatches. Within the set of measures that they find to
perform well, s|r|a is the strictest. We choose a strict criterion because mis-
matches are more likely to be classified as newly hired workers (see below)
and are therefore likely to affect our results substantially.

We can credible match about 80% of workers in the outgoing rotation
group to all three preceding monthly files. Because of changes in the sample
design, we cannot match sufficiently many individuals to the preceding four
months in the third and fourth quarter of 1985 and in the third and fourth
quarter of 1995, so that the wage series for validly matched workers, job
stayers and new hires have missing values in those quarters. In our regres-
sions, we weight quarters by the variance of the estimate for the mean or
median wage so that quarters with less than average number of observations
automatically get less weight.

Including the outgoing rotation group itself, the matched data include
four months employment history (employed, unemployed or not-in-the-labor-
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force), which we obtain from the BLS labor force status recode variable. We
use this employment history to identify newly hired workers and workers in
ongoing job relationships. New hires are defined as workers that were either
unemployed or not in the labor force for any of the preceding three months.
Job stayers are identified as workers that were employed for all four months.
Notice that the two groups are not comprehensive for the group of all work-
ers, because workers that cannot be matched to all preceding months can
not always be classified.

B Correcting business cycle statistics for sampling
error

We estimate wages for all workers, job stayers and new hires from an under-
lying micro-data survey. Therefore, our wage series are subject to sampling
error. Given the way we construct these series, we know three things about
the sampling error. First, because there is no overlap between individuals
included in the outgoing rotation groups in two subsequent quarters, the
sampling error is uncorrelated over time.24 Second, because the sampling
error in each period is the error associated with estimating a mean (or me-
dian), it is asymptotically normally distributed. Third, we have an estimate
for the standard deviation of the sampling error in each quarter, which is
given by the standard error of the mean (or median) wage in that quar-
ter. Notice that taking first difference exacerbates the measurement error,
increasing the standard deviation by a factor

√
2. Because of these three

properties, and because the estimated standard errors are stable over time,
we can treat the sampling error as classical measurement error, which is
independent and identically distributed.

Let wt denote an estimated wage series, wt = w∗

t + εt, where w∗

t is the
true wage and εt is the sampling error in the wage, which is uncorrelated over
time and with w∗

t and has a known variance σ2. The business cycle statistics
we consider are the standard deviation of w∗

t , the autocorrelation of w∗

t and
the correlation of w∗

t with xt, an aggregate variable that is not subject to
measurement error. These statistics can be calculated from the estimated
wage series wt and the estimated standard deviation of the sampling error

24Individuals in the CPS are interviewed four months in a row, the last one of which
is an outgoing rotation group, then leave the sample for eight months, after which they
are interviewed another four months, the last one of which is again an outgoing rotation
group. Therefore, about half of the sample in quarter t (individuals in rotation group 8)
is also included in the sample in quarter t − 4 (when they were in rotation group 4) and
the other half is included in the sample in quarter t +4. Thus, the sampling error may be
correlated with a four quarter lag, but not between subsequent quarters. We ignore this
correlation structure and treat the sampling error as uncorrelated over time.
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σ as follows.

var (wt) = var (w∗

t ) + σ2 ⇒ sd (w∗

t ) =
√

R · sd (wt)

cov (wt, wt−1) = cov
(

w∗

t , w
∗

t−1

)

⇒ corr
(

w∗

t , w
∗

t−1

)

=
corr (wt, wt−1)

R

cov (wt, xt) = cov (w∗

t , xt) ⇒ corr (w∗

t , xt) =
corr (wt, xt)√

R

where R =
(

var (wt) − σ2
)

/var (wt) ∈ (0, 1) is the fraction of signal in the
variance of wt. Unless explicitly specified, we use the correction factors

√
R,

1/R and 1/
√

R for all reported business cycle statistics. This bias correc-
tion is small for the wages of all workers and job stayers, because sample
sizes are large and therefore σ2 is small, but substantial for the wage of
new hires. Notice that the bias correction decreases the reported standard
deviations towards zero but increases the reported autocovariances and cor-
relation coefficients away from zero. Regression coefficients for the wage on
labor productivity are not biased in the presence of classical measurement
error in the dependent variable so no correction is necessary.

C Details about the model in section 4

C.1 Derivation of the job creation equation

Free entry drives the value of a vacancy to zero, which implies that the
period cost c must equal the probability that the vacancy transforms in a
match times the expected value of that match.

c = q (θt) EtJt+1 (11)

The value to the firm of having a filled job Jt, is given by the following
Bellman equation.

(1 + r)Jt = yt − wt + (1 − δ)EtJt+1. (12)

Solving equation (12) forward for Jt and substituting into (11) gives the
job creation equation in the main text, where the definition of x̄ is given in
Equation (6:

Jt+1 =
ȳt+1 − w̄t+1

r + δ
(13)

w̄t+1 = ȳt+1 − (r + δ)
c

q(θt)
. (14)
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C.2 Derivation of the wage equation

The derivation of the wage curve (Equation 7) follows Pissarides (2000,
section 1.4). Here the steps are slightly different because we consider a
stochastic version of the search model. First of all, it is convenient to note,
that Nash bargaining implies

Wt+1 − Ut+1 =
β

1 − β
Jt+1 (15)

To derive the wage equation, start from the Bellman equation for the
value of being unemployed:

(1 + r)Ut = b + θtq(θt)Wt+1 + (1 − θtq(θt))Ut+1 (16)

Rearrange to obtain:

Ut+1 − (1 + r)Ut = −b − θtq(θt) (Wt+1 − Ut+1)

Now use 15 to replace the worker surplus on the RHS. Then use 11 to replace
the value of a job to obtain:

Ut+1 − (1 + r)Ut = −b − β

1 − β
cθt. (17)

Expression (17) will come in very handy in a moment.
Next consider the Bellman equation for having a job:

(1 + r)Wt = wt + (1 − δ)Wt+1 + δUt+1 (18)

Subtract (1 + r)Ut from both sides to obtain:

(1 + r) (Wt − Ut) = wt + (1 − δ) (Wt+1 − Ut+1) + Ut+1 − (1 + r)Ut (19)

Now replace the last two terms using (17) to obtain:

(1 + r) (Wt − Ut) = wt + (1 − δ) (Wt+1 − Ut+1) − b − β

1 − β
cθt. (20)

Rearrange, solve forward and use the usual definition of x̄:

(1 − δ)(Wt+1 − Ut+1) − (1 + r)(Wt − Ut) = −wt + b +
β

1 − β
cθt

(1 − δ)

(

1 − 1 + r

1 − δ
L

)

(Wt+1 − Ut+1) = −wt + b +
β

1 − β
cθt

(r + δ)(Wt+1 − Ut+1) = w̄t+1 − b − β

1 − β
cθ̄t+1
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Again use (15), this time for Wt+1 − Ut+1 on the LHS, then eliminate Jt+1

using (13). Solve for w̄t+1 to obtain Equation 7 of the main text.

(r + δ)(Wt+1 − Ut+1) = w̄t+1 − b − β

1 − β
cθ̄t+1

(r + δ)
β

1 − β
Jt+1 = w̄t+1 − b − β

1 − β
cθ̄t+1

(r + δ)
β

1 − β

ȳt+1 − w̄t+1

r + δ
= w̄t+1 − b − β

1 − β
cθ̄t+1

w̄t+1 = (1 − β)b + βȳt+1 + βcθ̄t+1

C.3 Numerical solution and simulations

Because these more general models can no longer be solved analytically, we
simulate them. We assume (as in Shimer 2005), that labor productivity
follows an AR(1) type process, bounded below by the flow utility of unem-
ployment.

yt = b + ezt (1 − b)

zt = ρzt−1 + εt

where productivity shocks are normally distributed, εt ∼ N
(

0, σ2
)

. Our
calibration of the model parameters is identical to Shimer (2005). As an
alternative we present results for a small surplus calibration in the spirit
of Hagedorn and Manovskii (2006). The vacancy posting cost is chosen to
yield steady state tightness of unity. We simulate the model at a weekly
frequency and aggregate to quarterly observations. The reported elasticities
are averages over 1000 simulations of length 89.
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Table 1: Demographics, Time Period 1984–2006.

Variable All Workers New Hires

Demographics

Female 44.0 44.9
Hispanic 9.50 15.0
Black 11.50 15.2
Education 13.40 12.20
Experience 20.50 20.10

Demographics in per cent. Education and experience in years. All numbers are averages for the respective year.

Standard Deviations are / will be in parentheses.

Table 2: Business Cycle Statistics

Sample Relative Auto –
Period Std. Correlation

Aggegate Wage

1941 – 2001 0.43 0.91
1984 –2006 0.84 0.93

CPS: Wage for All Workers

1984 –2006 0.71 0.93
CPS: Wage for Newly Hired Workers

1984 –2006 1.09 0.73

All variables in logs, HP-detrended using a smoothing parameter of 100,000. All moments have been corrected

for sampling error in the CPS wage series as described in Appendix B.

Table 3: Wage response to unemployment (PSID, Devereux 2001).

2-step, fd 1-step, fd 2-step, lev 2-step, w/contr

Job stayers -0.81 -0.81 -0.37 -0.80
Std. error 0.20 0.19 0.62 0.20
Observations 42164

Note: The estimates in the first column are those reported in Devereux (2001). They take individual-specific first
differences and enter some additional control variables to control for composition bias in the first step of a 2-step
procedure. This 2-step procedure can be replicated in one step if we cluster the standard errors, see column 2.
The third and fourth column are our 2-step procedure, without and with controlling for observable components
of skill. Controlling for skill, our procedure replicates well the Devereux point estimate and -although it should
in theory be less efficient- even the standard error.
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Table 4: Wage Elasticity w.r.t Productivity for Different Worker Groups.

wage per hour on earnings per person on
labor productivity per hour output per person

All Workers New Hires All Workers New Hires

ξ 0.24 0.79 0.37 0.83
std.err 0.14 0.40 0.17 0.51
CS. Observations 1566161 117243 1566161 117243
TS. Observations 83 83 83 83

For all regressions robust standard errors have been computed. Time period is 1/1984 – 12/2006.

Table 5: Robustness to alternative weighting.

wage per hour on earnings per person on
labor productivity per hour output per person

WLS All Workers New Hires All Workers New Hires

ξ 0.25 0.79 0.36 0.86
std.err 0.14 0.40 0.17 0.50

Median All Workers New Hires All Workers New Hires

ξ 0.13 0.89 0.15 0.56
std.err 0.20 0.45 0.24 0.70

Median, WLS All Workers New Hires All Workers New Hires

ξ 0.11 0.89 -0.05 0.57
std.err 0.24 0.49 0.22 0.72

For all regressions robust standard errors have been computed.
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Table 6: Robustness to alternative construction of wages.

wage per hour on earnings per person on
labor productivity per hour output per person

Baseline All Workers New Hires All Workers New Hires

ξ 0.24 0.79
std.err 0.14 0.40
CS. Observations 1566161 117243

Incl. Supervisory Workers

All Workers New Hires All Workers New Hires

ξ 0.10 0.57
std.err 0.13 0.40
CS. Observations 1810654 124108

Incl. Public Sector and Farm Workers

All Workers New Hires All Workers New Hires

ξ 0.06 0.70
std.err 0.12 0.48
CS. Observations 1810654 124108

Only new hires out of unemployment

All Workers New Hires All Workers New Hires

ξ 0.24 0.77
std.err 0.14 0.55
CS. Observations 1566161 67269

For all regressions robust standard errors have been computed.
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Table 7: The Effect of Worker Heterogeneity on the Wage Elasticity.
wage per hour on earnings per person on

labor productivity per hour output per person

1st Step Control:

nothing All Workers New Hires All Workers New Hires

ξ 0.14 0.67 0.27 0.73
std.err 0.15 0.41 0.18 0.50

1st Step Control:

no experience All Workers New Hires All Workers New Hires

ξ 0.26 0.91 0.40 0.94
std.err 0.14 0.42 0.17 0.53

1st Step Control:

no education All Workers New Hires All Workers New Hires

ξ 0.16 0.54 0.30 0.58
std.err 0.15 0.40 0.18 0.48

1st Step Control:

no exp, demo All Workers New Hires All Workers New Hires

ξ 0.22 0.92 0.35 0.98
std.err 0.14 0.44 0.17 0.53

For all regressions robust standard errors have been computed.

Table 8: Robustness to sampling.

Men and Women Men only

Age: 25 – 60 All Workers New Hires All Workers New Hires

ξ 0.24 0.79 0.26 1.29
std.err 0.14 0.40 0.14 0.55
CS. Observations 1566161 117243 817483 52920

Age: 20 – 60 All Workers New Hires All Workers New Hires

ξ 0.17 0.34
std.err 0.13 0.35
CS. Observations 1802360 159818

Age: 25 – 65 All Workers New Hires All Workers New Hires

ξ 0.23 0.70
std.err 0.13 0.40
CS. Observations 1630998 123701

Age: 30 – 45 All Workers New Hires All Workers New Hires

ξ 0.13 0.70 0.20 1.72
std.err 0.17 0.62 0.19 0.71
CS. Observations 829890 61078 435000 26799

For all regressions robust standard errors have been computed.
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Table 9: Wage Elasticities to Alternative Productivity Measures.
wage per hour on earnings per person on

labor productivity per hour output per person

’poormans TFP’ All Workers New Hires All Workers New Hires

ξ 0.33 1.07 0.43 1.00
std.err 0.18 0.47 0.19 0.55

TFP: BSF All Workers New Hires All Workers New Hires

ξ 0.26 1.03 0.33 0.82
std.err 0.19 0.48 0.20 0.55

TFP: BSF

Corrected factor utilization: All Workers New Hires All Workers New Hires

ξ 0.19 1.06 0.29 1.07
std.err 0.18 0.58 0.23 0.70

Unemployment All Workers New Hires All Workers New Hires

ξ 0.24 -1.16 0.40 -0.65
std.err 0.55 1.18 0.51 1.26

For all regressions robust standard errors have been computed.

Table 10: Cyclical fluctuations job-to-job movers.

All workers New hires Job changers

PSID, 1970-1991

Elasticity wrt unemployment -1.01 -2.43
Standard error 0.21 0.68
wrt labor productivity 0.43 0.96
Std. error 0.21 0.74
Observations 52525 6406
Years 21 21
CPS, 1994-2006

Elasticity wrt unemployment 0.42 -1.31 -2.02
Standard error 0.54 1.74 2.09
Observations 863600 62753 57619
Quarters 45 45 45

Note: The estimates from the PSID use Devereux’s (2001) annual data, take individual-specific first differences
and include a linear time trend. The estimates from the CPS are quarterly and corrected for composition bias
as in our baseline estimates. To be consistent with other estimates in the paper, job stayers include job-to-job
movers.
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Table 11: The Great Moderation Period.

All workers New hires

1984-2006

Elasticity wrt productivity 0.24 0.79
Standard error 0.14 0.40
Observations 1566161 117243
Quarters 83 83

1979-2006

Elasticity wrt productivity 0.18 0.49
Standard error 0.11 0.32
Observations 1904458 146108
Quarters 102 102
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Table 12: Elasticities for the flexible wage model

.

b β d log w̄

d log ȳ

d log w

d log ȳ

d log w

d log y

d log w̄

d log w

d log ȳ

d log y

d log θ

d log y
σθ

σy

σu

σy

0.000 0.010 0.912 1.415 0.919 0.645 0.650 0.912 0.912 0.186
0.000 0.050 0.943 1.454 0.944 0.649 0.649 0.936 0.936 0.191
0.000 0.100 0.960 1.480 0.961 0.649 0.650 0.953 0.953 0.194
0.000 0.300 0.985 1.517 0.985 0.650 0.650 0.977 0.977 0.199
0.000 0.500 0.993 1.529 0.993 0.649 0.650 0.985 0.985 0.201
0.000 0.700 0.997 1.535 0.997 0.650 0.650 0.989 0.989 0.202
0.000 0.900 0.999 1.538 0.999 0.650 0.650 0.991 0.991 0.203
0.000 0.950 1.000 1.539 1.000 0.650 0.650 0.991 0.991 0.203
0.200 0.010 0.345 0.563 0.366 0.613 0.650 1.140 1.140 0.233
0.200 0.050 0.727 1.126 0.732 0.646 0.650 1.171 1.171 0.240
0.200 0.100 0.843 1.300 0.845 0.648 0.650 1.191 1.192 0.243
0.200 0.300 0.951 1.464 0.951 0.649 0.650 1.221 1.221 0.250
0.200 0.500 0.978 1.505 0.978 0.650 0.650 1.231 1.231 0.251
0.200 0.700 0.990 1.524 0.990 0.650 0.650 1.236 1.236 0.252
0.200 0.900 0.997 1.535 0.997 0.650 0.650 1.239 1.239 0.254
0.200 0.950 0.999 1.537 0.999 0.650 0.650 1.239 1.239 0.253
0.400 0.010 0.213 0.351 0.228 0.605 0.650 1.520 1.520 0.311
0.400 0.050 0.592 0.920 0.598 0.643 0.650 1.561 1.561 0.319
0.400 0.100 0.751 1.160 0.754 0.647 0.650 1.588 1.588 0.324
0.400 0.300 0.919 1.415 0.920 0.649 0.650 1.627 1.627 0.333
0.400 0.500 0.963 1.483 0.964 0.650 0.650 1.641 1.642 0.335
0.400 0.700 0.984 1.514 0.984 0.650 0.650 1.647 1.647 0.338
0.400 0.900 0.996 1.532 0.996 0.650 0.650 1.652 1.653 0.338
0.400 0.950 0.998 1.536 0.998 0.650 0.650 1.651 1.651 0.338
0.600 0.010 0.154 0.256 0.166 0.602 0.650 2.277 2.277 0.466
0.600 0.050 0.499 0.777 0.505 0.642 0.650 2.341 2.342 0.479
0.600 0.100 0.677 1.047 0.680 0.646 0.650 2.381 2.381 0.486
0.600 0.300 0.889 1.369 0.890 0.649 0.650 2.443 2.444 0.499
0.600 0.500 0.949 1.461 0.949 0.650 0.650 2.462 2.463 0.503
0.600 0.700 0.977 1.504 0.978 0.650 0.650 2.471 2.472 0.505
0.600 0.900 0.994 1.530 0.994 0.650 0.650 2.478 2.478 0.507
0.600 0.950 0.997 1.535 0.997 0.650 0.650 2.476 2.477 0.506
0.800 0.010 0.120 0.201 0.130 0.600 0.650 4.553 4.555 0.932
0.800 0.050 0.431 0.672 0.437 0.641 0.650 4.684 4.686 0.957
0.800 0.100 0.616 0.954 0.620 0.646 0.650 4.761 4.763 0.975
0.800 0.300 0.861 1.327 0.862 0.649 0.650 4.878 4.880 0.998
0.800 0.500 0.935 1.440 0.936 0.649 0.650 4.921 4.923 1.007
0.800 0.700 0.971 1.494 0.971 0.650 0.650 4.945 4.948 1.011
0.800 0.900 0.992 1.527 0.992 0.650 0.650 4.949 4.951 1.013
0.800 0.950 0.996 1.533 0.996 0.650 0.650 4.956 4.959 1.013
0.980 0.010 0.101 0.168 0.109 0.599 0.650 45.499 45.531 9.300
0.980 0.050 0.384 0.600 0.390 0.640 0.650 46.749 46.782 9.542
0.980 0.100 0.570 0.884 0.574 0.645 0.649 47.518 47.554 9.721
0.980 0.300 0.837 1.291 0.839 0.648 0.650 48.772 48.811 9.979
0.980 0.500 0.923 1.422 0.924 0.649 0.649 49.103 49.144 10.046
0.980 0.700 0.966 1.487 0.966 0.649 0.650 49.352 49.392 10.107
0.980 0.900 0.991 1.525 0.991 0.650 0.650 49.486 49.528 10.129
0.980 0.950 0.996 1.533 0.996 0.650 0.650 49.472 49.512 10.141

Elasticities are averages of 1000 simulations of length 89 quarters. All data are in

log first differences.



Table 13: Simulation Results

Model d log w̄

d log ȳ

d log wn

d log y

d log ws

d log y

d log wa

d log y

d log θ

d log y

σu

σy

Shimer, AER calibration 0.985 0.986 0.986 0.986 1.646 0.413
Small Surplus calibration 0.384 0.389 0.389 0.389 46.516 11.706
Countercyclical Bargaining power 0.601 0.228 0.228 0.228 24.028 6.002
On the job wage rigidity 0.985 0.648 0.159 0.163 1.646 0.413

Elasticities are averages of 1000 replicatons of length 89 quarters. The models are

simulated at weekly frequency and aggregated to quarterly data before computing

statistics. All data has been logged and detrended using HP-filters. Parameters

are chosen as in Shimer (2005) except for the small surplus calibration where the

flow utility of unemployment is 0.98 of per period productivity and the worker

bargaining power is 0.05. For each simulation the vacancy posting cost is chosen

to normalize steady state labor market tightness to unity.
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Figure 1: Fraction of Newly Hired Workers among Employed.

Figure 2: The Ratio of the Median to the 10th Percentile over Time.
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Figure 3: Wage cyclicality for workers.

top left: Cyclicality workers in ongoing jobs, top right: Cyclicality newhires. bot

left: Cyclicality workers in ongoing jobs, no composition adj. bot right: Cyclicality

newhires, no composition adj.
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Figure 4: Characteristics of All and Newly Hired Workers Over Time.
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