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Abstract
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NON-TECHNICAL SUMMARY

Models of price rigidity suggested in the literature may broadly be classified into time dependent and state dependent. These two types of price setting mechanisms have different implications for the effects of monetary policy. While time dependent models imply that the effect of monetary policy shocks does not depend on the state of the economy, state dependent models predict that the probability of a price change varies according to the state of the economy and that the effects of nominal shocks on real activity and inflation are also state dependent. Thus, identifying the type of price rigidities which characterise the economy emerges as an issue of paramount importance.

In this paper we use two micro-datasets to analyse the ability of both time and state dependent models of price setting behaviour to describe the durations of price spells, or the probability of changing prices, observed in the Portuguese economy. The approach is based on the estimation of a hazard function for the duration of price spells, which allows us to test whether time varying regressors contribute to explain the probability of changing prices.

It is shown that the duration of price spells, and consequently the frequency of price changes, depends on variables such as accumulated sectoral inflation, the magnitude of the last price change and the level of demand (measured by the accumulated growth rate of the industrial production index).

In particular, it is found that the larger the accumulated sectoral inflation or the accumulated demand pressure, the larger the probability of price changes and thus, the smaller the expected duration of price spells. In contrast, the magnitude of the last price change has a negative effect on the expected duration of price spells. It is also found that the effects on the probability of changing prices differ according to whether we consider positive or negative values of the included time varying regressors.

The main message of this paper is, therefore, that time dependent models are unable to adequately describe the features of the investigated datasets, and that state dependent models are required to fully characterise the price setting behaviour of Portuguese firms.
1. INTRODUCTION

Price rigidities are usually seen as a major determinant of the response of production and inflation to nominal shocks hitting the economy. Therefore, identifying the type of price rigidities which characterise the economy emerges as an issue of paramount importance.

Models of price rigidity suggested in the literature may broadly be classified into two categories: time dependent and state dependent models. Time dependent models are characterized by the fact that the decision of changing prices is exogenous, i.e., prices change independently of the state of the economy according to a certain statistical or deterministic rule. The best known examples of this kind of models are the ones proposed by Taylor (1980), where prices are kept unchanged during a fixed period of time, and by Calvo (1983), where prices have random durations. A major consequence of this type of models is that the effect of monetary policy shocks does not depend on the state of the economy.

In the case of state dependent models, the decision of changing prices is endogenous, i.e., at every moment economic agents decide whether or not to change their prices based on the evaluation of the costs and benefits of a price change. Thus, such models predict that the probability of a price change varies according to the state of the economy and that the effects of nominal shocks on real activity and inflation are also state dependent. Examples of this type of models are those proposed by Sheshinski and Weiss (1977, 1983), and by Dotsey, King and Wolman (1999).

From an economic point of view, state dependent models are clearly more attractive as they assume that economic agents base their decisions on a cost-benefit analysis. Time dependent models use simple ad hoc hypotheses to justify price changes and therefore may not be realistic descriptions of the behaviour of rational agents. Nevertheless, the possibility of such models being able to provide an accurate picture of the overall economy should not be excluded beforehand.

In this paper we use two micro-datasets, which were originally collected to compute the Consumer Price Index (CPI), to analyse the ability of both time and state dependent
models of price setting to describe the durations of price spells, or the probability of changing prices, observed in the Portuguese economy. The approach adopted here is based on the estimation of a hazard function for the duration of price spells, which allows us to test whether time varying regressors contribute to explain the probability of changing prices. With this approach it is possible to fully explore the cross-section dimension of our datasets.

The paper is organized as follows. Section 2 describes the data used in this study and provides some preliminary results on the adequacy of time dependent models of price setting behaviour. Section 3 discusses and estimates a hazard function which includes state dependent features, and section 4 concludes.

2. THE DATA

2.1. Brief data description

This paper uses two micro-datasets on consumer prices collected by the Portuguese Instituto Nacional de Estatística (INE) in order to produce the aggregate Consumer Price Index for Portugal. These two datasets cover two different periods, January 1992 to December 1997 and January 1997 to December 2002. Hereafter, the two datasets will be referred to as CPI1 and CPI2, respectively. Although the two datasets have different characteristics (see Appendix 1 for further details), both include information on prices at the outlet and product level, covering outlets nationwide. The basic observation is that of a price of an item in a particular outlet at a given point in time. This item is followed over time within the same store. It is worth mentioning, however, that forced substitutions may occur in the case of the Consumer Price Index but the exact identification of such situation is not possible.

There are over 3,000,000 observations in CPI1 and around 2,000,000 in CPI2 up to January 2001.\textsuperscript{1} This corresponds to data collected on over 10,000 outlets and 460 items

\textsuperscript{1}The sample periods considered in the analysis were shortened in order to exclude potential cash changeover effects (2001 and 2002 for CPI2) and to make sure that an homogeneous period will be analysed as far as seasonal pattern is concerned (for CPI1 and CPI2).
for CPI1 and 13,000 outlets and 780 items for CPI2. Information on prices is collected on a number of outlets for each item, although brands and packages are not necessarily the same across stores. Consequently, prices for the same items across stores are not comparable.

During this period, the prices of some goods (notably energy) were controlled by the government. This, of course, has important consequences for the observed frequency of price changes and the duration of price spells of such products. Consequently, the prices of energy and other goods with prices set administratively are not considered in our analysis.

Apart from prices, product code and outlet code, the CPI datasets also include information on date, geographical location of the outlet (grouped in seven possible regions using the NUTS II classification), type of outlet (allowing for a distinction between big and small stores in CPI1 and hypermarkets, supermarkets, classical stores, discount stores, market and other in CPI2), a dummy for perishable food products and some information on the weights of the items in the typical consumer bundle. As the CPI records are under statistical secrecy, it is impossible to know the specific goods and services for which the prices are collected in the survey.

**2.2. Preliminary data analysis**

Figures 1 and 2 display the share of prices that change in each quarter (hereafter referred to as the "frequency of price changes") for CPI and CPI2. Two important characteristics emerge from these Figures. First, the average frequency of price changes is larger for CPI1 (0.39 in CPI1 against 0.35 in CPI2). Second, and perhaps more significantly, the frequency of price changes exhibits a downward trend over the sample period. This is especially clear for CPI1, whose sample period (1993-1997) is characterized by a higher average (aggregate) inflation, with a significant decreasing trend (average inflation was 4.1% during the sample period corresponding to CPI1 and 2.6% during the period corresponding to CPI2). These characteristics of the data are at odds with time dependent price setting mechanisms, which would imply that the fraction of prices that change in every period is (approximately) constant over time.
**Fig. 1.** CPI1 - Frequency of price changes

**Fig. 2.** CPI2 - Frequency of price changes
Figures 1 and 2 also display the seasonally adjusted frequency of price changes. It is seen that seasonality is more significant in case of CPI2.²

Seasonality in the frequency of price changes is usually seen as evidence of time dependent behaviour, because a strong seasonal factor, in a given quarter of the year, say, would imply that a large proportion of firms is likely to change their prices on a yearly basis, on that particular quarter. Consequently, the fact that seasonality is stronger in CPI2 than in CPI1 is in accordance with the expected result of an increased proportion of time dependent behaviour for low and stable levels of inflation, which characterizes CPI2. However, the fact that the importance of seasonality has changed over time as the state of the economy changed (from CPI1 to CPI2) must also be seen as evidence of state dependent behaviour in price setting practices by firms.³

In summary, the analysis of the evolution over time of the frequency of price changes suggests that we may expect significant state dependent characteristics to be present in the data. In the next section we try to identify which factors explain the probability of observing a price change at the micro level.

3. WHICH FACTORS DETERMINE THE PROBABILITY OF OBSERVING A PRICE CHANGE?

The analysis in this section proceeds in two different steps. We start by discussing some technical issues that must be taken into account when estimating and interpreting the aggregate hazard function. Then, we investigate which factors affect the probability of observing a price change at the micro level by estimating hazard functions with time varying regressors.

²The variance of the average quarterly seasonal factors is 0.008 in case of CPI2 and 0.004 in case of CPI1, which confirms, as a simple glance at Figures 1 and 2 would suggest, that seasonality is stronger in case of CPI2.

³For instance, the (average) estimated seasonal factor for the first quarter of the year equals 1.08 in case of CPI1 and 1.11 in case of CPI2. Notice, however, that part of the differences in the seasonal pattern between CPI1 and CPI2 may also be due to methodological changes in the data collection procedures underlying the two datasets (see Appendix 1 for details).
3.1. The aggregate hazard function: some estimation issues

Estimating and interpreting the aggregate hazard function for the economy as a whole would not raise any special difficulties if the population of firms/stores were homogeneous with respect to the distribution of price spells. However it is well known (see for instance Dias, Dias and Neves, 2004, for Portugal) that the frequency of price changes differs significantly not only across sectors but also across firms/stores. In particular, the frequency of price changes in the food sector is significantly higher than the frequency of price changes in the services sector (0.37 against 0.11). Similarly, the frequency of price changes is higher in big stores (supermarkets and hypermarkets) than in small stores. This heterogeneity, if not properly taken into account, may have severe distorting effects on the resulting estimates of the aggregate hazard function.

Two major implications of heterogeneity are worth discussing. The first one is well known from the literature on duration models, and concerns the bias of estimated hazards towards negative duration dependence, brought about by the fact that products (in the population and in the sample) are heterogeneous with respect to the average price durations (see, for instance, Heckman and Singer, 1984, or Lancaster, 1990). This characteristic of the data implies that the aggregate estimated hazard, as obtained for instance using the nonparametric Kaplan-Meier estimator, tends to display a decreasing pattern irrespective of the specific hazard functions underlying each individual homogeneous group of firms or products. Intuitively, this is so because the share of shorter price spells (spells corresponding to products with more flexible pricing rules) decreases as the larger time horizons are considered and consequently the hazard rate decreases, creating the illusion of a stronger negative duration dependence than what actually exists.\(^4\) An obvious consequence of this heterogeneity is that the estimates for the aggregate hazard function cannot be taken at face value. In particular, an aggregate downward sloping hazard function may be compatible with the existence (at the homogeneous group level)

\(^4\)Note that according to the Kaplan-Meier estimator, the hazard rate, \(h(t)\), defined as the rate at which spells are completed after duration \(t\), given that they last at least until \(t\), is estimated as \(\hat{h}(t) = d_i/n_i\) where \(d_i\) is the number of spells that end at time \(t\) and \(n_i\) is the number of spells that last at least until time \(t - 1\).
of both constant hazard functions as implied, for instance, by the Calvo model, and upward sloping hazard functions, as predicted by some state dependent models.

A second consequence of neglected heterogeneity turns up when the dataset, as in our case, is a panel of firms (or prices) observed over a fixed period of time such that for each product there are several available price spells. As it is shown in Appendix 2, this situation creates a particular form of length biased sampling, and appropriate estimators have to be used to deal with this issue. Failing to account for this particular sampling mechanism will exacerbate the bias of the estimated aggregate hazard function towards negative duration dependence. Intuitively, the idea is that heterogeneity in a dataset of price spells results in an over-representation of shorter spells (and a corresponding under-representation of the longer ones) and this implies inconsistency of the standard estimator. As explained in Appendix 2, this situation can be overcome using an estimator in which the number of spells of duration \( t \) for unit \( i \), say, are weighed by the inverse of the number of spells for unit \( i \) (see, equation A.2 in Appendix 2). Alternatively, an estimator with a fixed and equal number of spells for each product can be used (equation A.5 in Appendix 2). In the next sub-section we will work with a single spell for each product randomly drawn from the full set of spells, after excluding the left-censored ones.

3.2. Hazard functions for the duration of price spells

3.2.1. Unconditional hazard functions

Figures 3 and 4 display the Kaplan-Meier estimates of the unconditional aggregate hazard functions for CPI1 and CPI2. Both functions display a downward sloping pattern. Given the discussion above, this does not come as a surprise and should not be seen as having significant implications for the shape of the hazard functions at the firm or homogenous group level.

The estimated unconditional hazard function may help to unveil the type of heterogeneity that is flagged by the presence of non-monotonicity. For instance, the estimated hazard functions exhibit significant spikes at durations of 1 and 4 quarters for both CPI1
Fig. 3. CPI1 - Unconditional hazard function

Fig. 4. CPI2 - Unconditional hazard function
and CPI2. This means that price spells of 1 and 4 quarters are likely to constitute a large share of the whole sample of spells. This evidence may also suggest that there are groups of firms with different average probability of changing prices. In particular, the spikes at durations of 1 and 4 suggest that there may be two different groups of firms/products, one that changes prices very frequently (in the limit, in each and every quarter), and another one that changes prices on a yearly basis (every four quarters).

Notice that the existence of different groups of firms cannot be seen as evidence in favour of time dependent behaviour because what matters for the distinction between time or state dependent behaviour is not the existence of groups of firms with different average price spells but whether the expected duration of such price spells changes over time as the state of the economy changes.

It is also important to stress that the unconditional hazard functions, as depicted in Figures 3 and 4, shed no light whatsoever on whether firms follow time dependent or state dependent price setting rules. Indeed, the unconditional hazard function is estimated under the assumption that the probability of a price change is constant over time. However, the constancy over time of the probability of changing prices is exactly what we need to investigate to be able to distinguish between time dependent and state dependent price setting schemes. Therefore, in order to distinguish between time and state dependent behaviour using the unconditional hazard function, one would need to estimate several hazard functions corresponding to different periods of time and compare them with each other. Stability of the hazard functions over time would constitute evidence of time dependent behaviour, while a time varying profile of the different hazard functions would be seen as evidence favouring state dependent behaviour.\footnote{The implicit identifying assumption is that the state of the economy varies over time. In a completely stable economy with constant inflation it would not be possible to distinguish between time and state dependent models since both would imply hazard functions that are stable over time.} Due to the limited time span of our data sets, this approach is not pursued here.

3.2.2. A discrete time duration model with time varying covariates

The analysis of the unconditional hazard function has highlighted the problems caused by uncontrolled heterogeneity. However, if the purpose is to test which type of price set-
ting practices – time or state dependent – better characterizes the behaviour of economic agents, we need to look for a different instrument of analysis. To investigate whether or not there is significant evidence of state dependent behaviour by Portuguese firms, we use a discrete time duration model.\footnote{For similar approaches see Aucremmane and Dhyne (2005) and Fougère, Le Bihan and Sevestre (2005).}

A discrete time duration model may be regarded as a sequence of binary choice problems defined on the surviving population at each duration. The parametric model we consider is characterized by the fact that $h_i(t)$, the hazard function for product $i$ in period $t$, is specified as a complementary log-log model (see, for instance, Jenkins, 1995) of the form

$$h_i(t) = P[T_i^* = t | T_i^* \geq t, W_i(t)] = 1 - \exp\{-\exp[W_i(t)]\}. \quad (1)$$

Because of the specification of $h_i(t)$ that is chosen, this model is the discrete-time counterpart of an underlying continuous-time proportional hazards model (see Prentice and Gloeckler, 1978).

For reasons that will soon be clear, the following specification for $W_i(t)$ in (1) is adopted

$$W_i(t) = \theta(t) + \alpha'Z_i + \beta'X_{it}^a + \delta'X_{it}^- + \gamma'T_i. \quad (2)$$

In equation (2), $\theta(t)$ is the function of $t$ whose specification is discussed later, $Z_i$ is the vector of time constant covariates, $X_{it}$ is the vector of time varying conditioning variables whose elements enter $W_i(t)$ in two different ways, $X_{it}^a$ represents a vector containing the absolute value of the elements of $X_{it}$, $X_{it}^-$ is a vector containing the product of the elements of $X_{it}$ by dummies which equal 1 when the element of $X_{it}$ is negative, being 0 otherwise, and, finally, $T_i$ is the vector of time dummies (seasonal and yearly dummies).

In the estimated models below, $Z_i$ includes several dummy variables related to the type of store, the type of product, the geographical location and, in case of CPI1, also changes in the VAT rates.\footnote{As the two CPI datasets have different levels of information, the number of dummy variables included in $Z_i$ is slightly different in the two models. In the model for CPI1, $Z_i$ includes one dummy variable to signal whether a store is big or small, three dummy variables indicating the type of product...}
The vector $X_{it}$ includes time varying regressors that economic theory suggests may be relevant factors in explaining the probability of changing prices over time. In particular, for the two models estimated below, $X_{it}$ includes: i) the magnitude of the last price change ($w_{it}$); ii) the sectoral inflation rate accumulated since the beginning of the spell ($\pi_{it}$) lagged one quarter; and iii) the accumulated growth rate of industrial production index ($g_{it}$). The economic rationale for the use of such variables can be seen, for instance, in Cecchetti (1986) and Dotsey et al. (1999). In particular, Cecchetti (1986) develops a model of firm price changes in the presence of adjustment costs, in which the probability of changing prices varies positively with the cumulative inflation since the last price change (because it measures the disequilibrium between the actual price level and the optimum price level), negatively with the magnitude of the previous period price change and positively with the industry sales growth (used as a proxy to measure demand pressure).

In order to capture duration dependence, instead of imposing a given functional form on $\theta(t)$, we use a more flexible approach which consists in introducing an additive dummy variable for each duration. Thus we introduce a variable $dur_t$ ($t = 1, 2, ..., m$) which equals 1 if the hazard corresponds to a duration of a price spell of $t$ quarters, being 0 otherwise. In our application we have decided to saturate the hazard function, i.e., we consider a different parameter for each duration. One major advantage of this approach is

---

(Unprocessed Food, Processed Food, Non-Energetic Industrial Goods, and Services) and six dummy variables relative to the geographical location of the stores (North, Centre, Lisbon, Alentejo, Algarve, Azores and Madeira). In the model for CPI2, $Z_{i}$ includes the same six dummy variables relative to the geographical location of the stores, but it also includes five dummy variables related to the type of store (Hypermarket, Supermarket, Discount Store, Classical Store, Market and Private/Public Services) and five dummy variables relative to the type of product (Unprocessed Food, Processed Food, Non-Durable goods, Semi-Durable Goods, Durable Goods and Non Administered Price Services). We note from the outset that the poorer level of information for CPI1 (regarding the type of store and the sectoral disaggregation) is expected to cause additional difficulties at the empirical level, because it may imply some residual neglected heterogeneity, with consequences on the properties of the estimators for the parameters of the included regressors.

---

8Sectoral inflation is measured at the five digits aggregation level (COICOP level).
that it allows us to capture the effect of the covariates without the need for any additional parametric assumptions on the distribution of neglected individual heterogeneity.\footnote{It is well known (see, Ridder, 1987) that neglected heterogeneity is immaterial if the baseline hazard is reasonably flexible to begin with. Portugal and Addison (2000) investigated this claim by estimating hazard functions with and without the additional heterogeneity controls and concluded that the shape of the hazard function is largely unaffected by the incorporation of such additional controls. For this reason, we decided to make the baseline hazard as flexible as possible by saturating it with dummies. Some authors use an intermediate approach, which consists in using a flexible baseline hazard and explicitly integrating out the neglected heterogeneity (see, for instance, Bover et al., 2002). However, when the hazard function is saturated, it is not possible to identify the effects of neglected heterogeneity. For this reason, in the models estimated below, no additional unobserved individual heterogeneity is accounted for.}

In our sample there are negative as well as positive changes not only at the product level (price changes) but also at the sectoral or national level (negative and positive sectoral inflation as well as industrial production growth). This situation raises the issue of how to distinguish the effects of negative and positive changes of the covariates on the probability of a price change since, at least from some of these variables, asymmetric effects are expected. In fact, one of the costs usually incurred by firms when they change prices is the negative reaction from customers (customer anger) following price increases, but such a cost is not expected to be relevant for price decreases. In (2) we account for the possibility of asymmetric effects by introducing both the absolute value of $X_{it}$ and $X_{it}^-$. This specification has the advantage of allowing simple tests of symmetry to be performed.

In the models estimated below, the sectoral inflation rate accumulated since the beginning of the spell ($\pi_{it}$) enters lagged one quarter. This is done to circumvent the potential simultaneity problem stemming from the fact that, at this level of disaggregation, inflation as a regressor may be expected to reflect changes in prices occurring at the product/firm level. Finally, notice that $\pi_{it}$ and $g_{it}$ are defined at each point in time during the spell and not only at the end of the spell. This allows for the possibility of the effect of such regressors to vary over the spell, as inflation or production growth accumulate, thus increasing the disequilibrium between the actual price and the optimum price that would prevail in the absence of price rigidities.
With the hazard function specified as in (1) and (2), estimation of the parameters of interest can be performed using standard likelihood methods. Let us assume that we have $N$ products (identified at the outlet or store level) indexed by $i = 1, 2, ..., N$. Let $m_i$ denote the duration of the spell corresponding to product $i$, which by assumption starts in period $t = t_i$ and ends at time $T_i = t_i + m_i$. It can be shown (see, Jenkins, 1995, or Bover, Arellano and Bentolila, 2002) that the log-likelihood function for this problem may be written as

$$\ln(L) = \sum_{i=1}^{N} \left\{ (1 - \delta_i) \left[ \sum_{t=t_i}^{T_i-1} \ln [1 - h_i(t)] + \ln h_i(T_i) \right] + \delta_i \sum_{t=t_i}^{T_i} \ln [1 - h_i(t)] \right\},$$

(3)

where $\delta_i$ is a dummy variable which equals 1 if spell $i$ is (right) censored and is zero otherwise.

Table 1 reports the main estimation results for CPI1 and CPI2.\(^{10}\) The two models were estimated using a random sample that includes a single price spell for each product. The model for CPI1 uses data for the period 1992-1997, while model for CPI2 was estimated with data for the period 1997-2000. Data from 2001 and 2002 were not used in the estimation to avoid the problems brought about by the euro cash changeover.

The first point to be stressed is the fact that the coefficients associated to the time varying regressors, which measure the state of the economy, are in general individually significant and, using the likelihood ratio test, the null hypothesis that the included time varying regressors are not jointly significant is strongly rejected. Moreover, in view of Cecchetti’s (1986) model, the regressors display the expected sign. Cumulative inflation, $\pi_{it}$, and the level of activity, as measured by the cumulative growth rate of industrial production, $g_{it}$, appear as significant variables that increase the probability of changing prices and thus reduce the expected duration of price spells. In contrast, but also as expected, the magnitude of the last price change, $w_{it}$, appears with a negative sign.

\(^{10}\)Results for all the controls used in the estimation are displayed in table A1 in Appendix 3. A brief look at those results shows that the dummy variables for the type of outlet, the type of sector and the region in which the good is sold are usually significant, which constitutes evidence that it is important to account for such heterogeneity in the estimated models. A similar conclusion applies for the quarterly seasonal dummies as well as for the yearly dummies, which are meant to capture changes over time of the overall economic conditions not explained by the included time varying regressors.
Table 1 - Main estimation results for CPI1 and CPI2

<table>
<thead>
<tr>
<th></th>
<th>CPI1</th>
<th></th>
<th>CPI2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coef.</td>
<td>t-stat</td>
<td>Coef.</td>
<td>t-stat</td>
</tr>
<tr>
<td>Sectoral accumulated inflation ($\pi$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>\pi</td>
<td>$</td>
<td>0.780</td>
<td>3.971</td>
</tr>
<tr>
<td>$\pi^-$</td>
<td>−1.603</td>
<td>−2.151</td>
<td>−6.645</td>
<td>−9.301</td>
</tr>
<tr>
<td>Magnitude of the last price change ($\omega$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>\omega</td>
<td>$</td>
<td>−0.783</td>
<td>−14.741</td>
</tr>
<tr>
<td>$\omega^-$</td>
<td>−1.251</td>
<td>−21.173</td>
<td>−0.681</td>
<td>−11.709</td>
</tr>
<tr>
<td>Accumulated industrial production growth rate ($g$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>g</td>
<td>$</td>
<td>0.593</td>
<td>3.061</td>
</tr>
<tr>
<td>$g^-$</td>
<td>0.308</td>
<td>1.505</td>
<td>−3.560</td>
<td>−5.693</td>
</tr>
<tr>
<td>VAT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1995Q1</td>
<td>0.584</td>
<td>20.202</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>1996Q3</td>
<td>−0.230</td>
<td>−7.135</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>1996Q4</td>
<td>−0.200</td>
<td>−6.490</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>Sample size</td>
<td>183923</td>
<td></td>
<td>186284</td>
<td></td>
</tr>
<tr>
<td>Number of Spells</td>
<td>58957</td>
<td></td>
<td>51218</td>
<td></td>
</tr>
<tr>
<td>Log-likelihood</td>
<td>−84676</td>
<td></td>
<td>−77545</td>
<td></td>
</tr>
<tr>
<td>Likelihood ratio test*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(p-value)$</td>
<td>1002</td>
<td></td>
<td>2651</td>
<td></td>
</tr>
</tbody>
</table>

* The null hypothesis is that the all coefficients in the table are zero.

The fact that, even controlling for different sources of heterogeneity, coefficients associated to the time varying regressors are statistically very significant, suggests that simple time dependent models are not likely to provide a reasonable approximation to the data and that state dependent models may be required to fully characterize the price setting behaviour of Portuguese firms.

In the case of CPI1, the estimated model also includes three dummy variables to account for changes in the VAT rates occurred in the first quarter of 1995 and the third and fourth quarters of 1996, respectively. Investigating how the probability of changing prices reacts to changes in the VAT rates is an interesting exercise because the reaction by firms to changes in the VAT rates, if significant, may be seen as evidence in favour of state dependent behaviour. From the estimated parameters in Table 1, we see that the coefficient of the VAT dummy variable for the first quarter of 1995 is positive and highly significant, as expected, but the coefficients of the other two dummy variables are...
negative. Such an outcome may, however, be easily understood. Changes in the VAT rates in the first quarter of 1995 were broad in scope and quantitatively significant, while the changes that occurred in 1996 were quantitatively smaller and affected only some specific sectors. This explains why in Figure 1 a significant peak in the frequency of price changes emerges during the first quarter of 1995, but no such behaviour is discernible in the second half of 1996. On the contrary, for these two observations, we see that, if anything, the frequency of price changes exhibits a small trough, which means that the effect (if any) of a change in the VAT rates may have been more than compensated by shocks with the opposite effect. The fact that the two dummy variables remain significant in the estimated model, strictly speaking, means that the reasons for the trough in the second half of 1996 are not fully captured by the regressors in the model.

The estimated models also show that the assumption of symmetric effects is rejected by the data (the coefficients associated with the regressors in $X_{it}$ are generally statistically significant), allowing us to conclude that positive and negative values of accumulated inflation, the magnitude of the last price change and accumulated activity growth have different effects on the probability of changing prices. For instance, for both CPI1 and CPI2, negative inflation exerts a larger effect on the probability of changing prices than positive inflation.

In order to get a quantitative assessment of the importance of the conditioning variables for the hazard function, we carried out two different exercises. One aimed at investigating how alternative trajectories for the time varying regressors impact on the probability of changing prices and the other aimed at assessing the impact on the expected duration of price spells from changes on those covariates.

In the first exercise we simulate the estimated hazard functions for alternative trajectories of the time varying covariates. For inflation and production index we consider the two alternative hypotheses of a constant annual inflation and a constant annual growth rate of the production index of $+4\%$ and $-4\%$. Notice that these hypotheses imply that the corresponding covariates (accumulated inflation and accumulated production growth) vary over the spell (they are strictly increasing or decreasing over time). For the magnitude of the last price change we consider the two alternative figures of $+8\%$
and −8%, which, in this case, imply that the corresponding covariate is constant over the spell.\textsuperscript{11} Figures 5 and 6 depict the different hazard functions for the reference group implicit in the estimated models.\textsuperscript{12} Table 2 presents the differences between the baseline hazard and the hazard corresponding to a given trajectory of the conditioning variable, for the durations of 1, 4, 6, 8 and 10 quarters.\textsuperscript{13}

In interpreting these results it is useful to recall that in this context the hazard function is the probability of observing a price spell of duration $t$, conditional on the fact that the price was kept unchanged for the previous $t$ periods. Therefore, the differences between the baseline hazard and the hazard corresponding to a given trajectory of the conditioning variable may be seen as the variation in this conditional probability resulting from the assumed trajectory of the covariate. For instance, in case of CPI2, an annual inflation of 4% increases the probability of a price change by 3.1 percentage points after one year, while, under the same circumstances, production growth increases the probability of changing prices by 5.9 percentage points (conditional on the spells lasting for at least one year). It can also be seen from Table 2 and Figure 6 that, in case of CPI2, variations in the probability of changing prices are larger for negative inflation and negative production growth. Finally, both for CPI1 and CPI2, the effect of the magnitude of the previous price change appears to have little economic relevance.

In the previous exercise the trajectories defined for accumulated inflation and accumulated production growth are time varying. We now consider an alternative exercise

\textsuperscript{11}The magnitude of 8% for the previous period price change is close to the sample median of the magnitudes of price changes in case of CPI2.

\textsuperscript{12}For CPI1 the reference group corresponds to a spell occurring in the first quarter of 1993 for the price of a good of the \textquotedblleft unprocessed food sector\textquotedblright, sold in a \textquotedblleft big store\textquotedblright in \textquotedblleft Lisbon\textquotedblright. For CPI2 the reference group corresponds to a spell occurring in the first quarter of 1998 for the price of a good of the \textquotedblleft unprocessed food sector\textquotedblright sold in a \textquotedblleft hypermarket\textquotedblright, in \textquotedblleft Lisbon\textquotedblright. Although the two reference groups are as close as possible, the fact that they are not defined in the same way suggests some caution is needed in the comparison of the two sets of results. Naturally, the need for caution is even stronger when comparing results for different countries, unless one can ensure that they refer to the same reference groups and are based on comparable datasets.

\textsuperscript{13}The baseline hazard for the reference group is obtained by setting the trajectories for the time varying regressors equal to zero, over the spell.
in which the trajectories for those covariates are constant over the spell. Such an exercise is close to a *ceteris paribus* analysis that allows us to investigate the impact on the expected duration of price spells of changes in the values of those covariates, and, therefore, get a better idea of how economically relevant are the state-dependent features of price setting practices by Portuguese firms.

Table 2 - Effects of time varying regressors on the probability of changing prices

<table>
<thead>
<tr>
<th>Inflation</th>
<th>CPI1</th>
<th>CPI2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quarters</td>
<td>+4% year</td>
<td>−4% year</td>
</tr>
<tr>
<td>1</td>
<td>0.003</td>
<td>0.008</td>
</tr>
<tr>
<td>4</td>
<td>0.011</td>
<td>0.034</td>
</tr>
<tr>
<td>6</td>
<td>0.013</td>
<td>0.041</td>
</tr>
<tr>
<td>8</td>
<td>0.020</td>
<td>0.062</td>
</tr>
<tr>
<td>10</td>
<td>0.018</td>
<td>0.059</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Previous price change</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPI1</td>
</tr>
<tr>
<td>Quarters</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>10</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Industrial Production Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPI1</td>
</tr>
<tr>
<td>Quarters</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>10</td>
</tr>
</tbody>
</table>

*The entries in the table are the difference between the hazard function and the baseline hazard.

---

14This corresponds to assuming that inflation or production growth is non zero in the first quarter and zero afterwards, so that the corresponding accumulated values are constant over the spell. In the case of the magnitude of the previous price change, the assumption is the same as in the first exercise because this variable does not change over the spell.
Inflation: +1% quarter
Inflation: -1% quarter
Previous price change: +8%
Previous price change: -8%
Industrial Production Index: +1% quarter
Industrial Production Index: -1% quarter

Fig. 5. CPI1 - Conditional hazard function
Fig. 6. CPI2 - Conditional hazard function
Table 3 and Figure 7 display the expected duration of price spells for different values of the covariates. For instance, the right-upper panel of Figure 7 displays the expected duration of price spells of CPI2 for different levels of sectoral accumulated inflation (the corresponding figures can be found in Table 3). When all the time varying regressors are equal to zero the expected duration of a price spell is 1.67 quarters (baseline case). When accumulated inflation is equal to 4% (everything else equal), the expected duration of a price spell is reduced to 1.55 quarters and further to 1.46 quarters if accumulated inflation is equal to 8%. In case of negative inflation the expected duration of a price spell is reduced to 1.31 quarters when accumulated inflation is equal to −4% and to 1.13 quarters when inflation is −8%. From Table 3 and the lower-right panel of Figure 7 we see that, in case of CPI2, production growth also has a strong impact (even somewhat larger than inflation) on the expected duration of a price spell. For instance, the expected duration of a price spell (which is 1.67 quarters in the baseline case) is reduced to 1.47 quarters when accumulated production growth is equal to 4%. As the findings of the previous exercise suggest, Table 3 and panels of Figure 7 show that the magnitude of the last price change has a minor impact on the expected duration of a price spell. For instance, for a previous period price change of 8% the expected duration of a price spell increases only to 1.71 quarters from a baseline of 1.67 quarters.

<table>
<thead>
<tr>
<th></th>
<th>CPI 1</th>
<th>CPI 2</th>
<th>CPI 1</th>
<th>CPI 2</th>
<th>CPI 1</th>
<th>CPI 2</th>
<th>CPI 1</th>
<th>CPI 2</th>
<th>CPI 1</th>
<th>CPI 2</th>
<th>CPI 1</th>
<th>CPI 2</th>
<th>CPI 1</th>
<th>CPI 2</th>
<th>CPI 1</th>
<th>CPI 2</th>
<th>CPI 1</th>
<th>CPI 2</th>
<th>CPI 1</th>
<th>CPI 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accumulated Inflation −8%</td>
<td>1.28</td>
<td>1.13</td>
<td>1.40</td>
<td>1.63</td>
<td>1.41</td>
<td>1.16</td>
<td>1.41</td>
<td>1.16</td>
<td>1.41</td>
<td>1.16</td>
<td>1.41</td>
<td>1.16</td>
<td>1.41</td>
<td>1.16</td>
<td>1.41</td>
<td>1.16</td>
<td>1.41</td>
<td>1.16</td>
<td>1.41</td>
<td>1.16</td>
</tr>
<tr>
<td>−4%</td>
<td>1.35</td>
<td>1.31</td>
<td>1.41</td>
<td>1.65</td>
<td>1.42</td>
<td>1.34</td>
<td>1.42</td>
<td>1.34</td>
<td>1.42</td>
<td>1.34</td>
<td>1.42</td>
<td>1.34</td>
<td>1.42</td>
<td>1.34</td>
<td>1.42</td>
<td>1.34</td>
<td>1.42</td>
<td>1.34</td>
<td>1.42</td>
<td>1.34</td>
</tr>
<tr>
<td>−2%</td>
<td>1.39</td>
<td>1.46</td>
<td>1.42</td>
<td>1.66</td>
<td>1.43</td>
<td>1.48</td>
<td>1.43</td>
<td>1.48</td>
<td>1.43</td>
<td>1.48</td>
<td>1.43</td>
<td>1.48</td>
<td>1.43</td>
<td>1.48</td>
<td>1.43</td>
<td>1.48</td>
<td>1.43</td>
<td>1.48</td>
<td>1.43</td>
<td>1.48</td>
</tr>
<tr>
<td>0%</td>
<td>1.43</td>
<td>1.67</td>
<td>1.43</td>
<td>1.67</td>
<td>1.44</td>
<td>1.67</td>
<td>1.44</td>
<td>1.67</td>
<td>1.44</td>
<td>1.67</td>
<td>1.44</td>
<td>1.67</td>
<td>1.44</td>
<td>1.67</td>
<td>1.44</td>
<td>1.67</td>
<td>1.44</td>
<td>1.67</td>
<td>1.44</td>
<td>1.67</td>
</tr>
<tr>
<td>2%</td>
<td>1.41</td>
<td>1.61</td>
<td>1.41</td>
<td>1.55</td>
<td>1.41</td>
<td>1.55</td>
<td>1.41</td>
<td>1.55</td>
<td>1.41</td>
<td>1.55</td>
<td>1.41</td>
<td>1.55</td>
<td>1.41</td>
<td>1.55</td>
<td>1.41</td>
<td>1.55</td>
<td>1.41</td>
<td>1.55</td>
<td>1.41</td>
<td>1.55</td>
</tr>
<tr>
<td>4%</td>
<td>1.40</td>
<td>1.61</td>
<td>1.40</td>
<td>1.55</td>
<td>1.40</td>
<td>1.55</td>
<td>1.40</td>
<td>1.55</td>
<td>1.40</td>
<td>1.55</td>
<td>1.40</td>
<td>1.55</td>
<td>1.40</td>
<td>1.55</td>
<td>1.40</td>
<td>1.55</td>
<td>1.40</td>
<td>1.55</td>
<td>1.40</td>
<td>1.55</td>
</tr>
<tr>
<td>8%</td>
<td>1.37</td>
<td>1.46</td>
<td>1.37</td>
<td>1.46</td>
<td>1.37</td>
<td>1.46</td>
<td>1.37</td>
<td>1.46</td>
<td>1.37</td>
<td>1.46</td>
<td>1.37</td>
<td>1.46</td>
<td>1.37</td>
<td>1.46</td>
<td>1.37</td>
<td>1.46</td>
<td>1.37</td>
<td>1.46</td>
<td>1.37</td>
<td>1.46</td>
</tr>
</tbody>
</table>

Table 3 - Expected durations of price spells for alternative trajectories of the covariates.
Fig. 7 - Expected duration of price spells for different values of the covariates

Overall, the two exercises allow us to conclude that inflation has a significant impact on the probability of changing prices or the expected duration of price spells and that negative inflation has a larger impact than positive inflation\textsuperscript{15}. The fact that negative

\textsuperscript{15}Two explanations for the lower estimated effect of positive inflation in case of CPI1 can be suggested. On the one hand, during the time period covered by CPI1, aggregate inflation displays a strong decreasing trend which is reflected in a large number of sectors (at COICOP level) displaying negative inflation, especially so for some items that are likely to be over represented in our sample (food items, for instance). This implies too little information for the precise estimation of the effect of positive
inflation both for CPI1 and CPI2 appears as having a more significant impact than positive inflation is intuitive. On the one hand, both positive and negative accumulated inflation are expected to impact positively on the probability of changing prices because they are proxying the increasing disequilibrium between the actual price and the optimum price. On the other hand, as noted above, price decreases are not expected to bring about "customer anger", thus reducing the true adjustment costs of decreasing prices when there is negative accumulated inflation.

Concerning the impact of business cycle conditions, as measured by the accumulated growth rate of industrial production since the last price change, we see that both positive and negative changes are associated with a larger probability of changing prices and thus to shorter price spells. It is also seen that, in the case of CPI2, negative accumulated demand shocks have a larger effect than positive shocks and that the effect of demand shocks is estimated to be larger for CPI2 than CPI1.\textsuperscript{16}

Finally, in what concerns the effect of the magnitude of the previous price change (the single variable which is defined at the product level), it is seen that positive changes have a negative impact on the probability of changing prices, while a negative price change has a positive impact. Thus, prices appear to last longer after a positive price change. However, quantitatively the impact of such regressor is not as large as the impact of inflation or production growth.

\textbf{3.3. Sensitivity analysis}

Two limitations of the models estimated above are worth discussing. First, so far it has been assumed that the effect of the regressors is the same across the different sectors. Second, the specification used imposes that the effects of the time varying regressors on the probability of changing prices does not depend on the direction of the price change.\textsuperscript{16}

\textsuperscript{16}See previous footnote for an explanation.
We start by addressing the first issue. There is no theoretical reason to expect the magnitude of the effects of the regressors on the probability of changing prices to be the same across the different sectors. On the contrary, we can easily imagine that the importance of accumulated inflation on the probability of changing prices may differ, say, between an "unprocessed food" and a "services" item. More generally, it may be the case that some sectors exhibit a close to time dependent behaviour (not reacting to inflation or demand shocks) while others display a strong state dependent behaviour. Such potential parameter heterogeneity is not accounted for in the previously estimated models, which impose the same coefficients across all goods in the economy. To investigate whether there are significant differences in the responses of the probability of changing prices for the different sub-sectors, we estimated the above models for each of the sub-sectors of CPI2. These are: "unprocessed food", "processed food", "non-food" and "services", where the "non-food" sector is further disaggregated into "non-durable", "semi-durable" and "durable" items.\footnote{17} The major conclusions of such a disaggregate analysis are as follows. Positive inflation emerges as having a larger effect in case of "unprocessed" and "processed food", while negative inflation is more important in the "services", "processed food" and "durables". Positive inflation appears wrong signed in the case of "semi-durables" and statistically non-significant in the case of "durables". As for the magnitude of the last price change, the effects are relatively homogeneous for most of the sub-sectors and somewhat larger in case of "services". Finally, for the impact of business cycle conditions, it is found that a positive accumulated growth rate of industrial production has a especially large effect on "unprocessed" and "processed food" and is not significant in the case of "services", "non-durables" and "durables". With the exception of "semi-durables", where there is no evidence of asymmetric effects, negative growth rates of industrial production emerge as more significant than positive growth rates in all the sub-sectors considered.\footnote{18}

\footnote{17} We restrict the disaggregate analysis to CPI2 items because the information set of CPI1 is clearly poorer not only about the level of disaggregation by "sub-sector", but also about the classification by the type of store (see, sub-section 3.2). This way we expect potential bias stemming from neglected heterogeneity to be smaller in case of CPI2.

\footnote{18} Detailed output of the estimated models is available from the authors upon request.
Let us now address the second issue. The models estimated so far allow us to tell whether positive or negative changes in the regressors have a positive or a negative impact on the probability of changing prices, but not whether such regressors have a positive or negative impact on the probability of changing prices upwards or downwards. However, from a theoretical point of view, one would like to be sure that positive accumulated inflation or positive accumulated demand shocks are associated to positive price changes and similarly that negative inflation or negative activity growth are associated to negative price changes. A simple way of investigating this issue is to estimate two different regressions for two different sub-samples, which separate the spells according to whether they end with prices changing upwards or downwards.19

From the estimated models, both for CPI1 and CPI2, it is seen that, in fact, positive accumulated inflation increases the probability of changing prices upwards and decreases the probability of changing prices downwards. In turn, negative accumulated inflation increases the probability of changing prices downwards, as expected, but the effect on the probability of changing prices upwards is not very well defined. It does not emerge as significant in case of CPI1 and is wrong signed in the case of CPI2.

As for the industrial production index, it is found that positive accumulated production growth increases the probability of changing prices upwards and negative accumulated production increases the probability of negative price changes both for CPI1 and CPI2. However, the effect of positive (negative) accumulated production growth on the probability of changing prices downwards (upwards) is not well identified. The difficulty in identifying those effects is likely to stem from the fact that we are using an economy-wide defined variable to measure demand pressure, when in fact a sector specific measure (if available) would be more adequate.20

19This corresponds to a competing risks model in which the risks are independent.
20We note that in the estimated models both for CPI1 and CPI2 the censored spells are added to each of the sub-samples defined for positive and negative price changes. This way the proportion of censored spells in the models estimated for each sub-sample is substantially larger than in the models estimated for the whole sample. This may also contribute to explain the difficulty in identifying the separate effects of industrial production growth on positive and negative price changes. The results of the estimated models are available from the authors upon request.
As for the effects of the magnitude of the last price change, it is seen that, as could be expected, a positive price change decreases the probability of changing prices upwards and increases the probability of changing prices downwards (more so in case of CPI2), while a negative change is associated with a larger probability of changing prices upwards and a smaller probability of changing prices downwards.

Overall, the sensitivity analysis conducted in this section allows us to conclude that, despite the differences found, the conclusions obtained from the analysis of the results in Table 1 are mostly unaffected by changes in the model specification.

4. CONCLUSIONS

This paper investigates the ability of time and state dependent price setting models to capture the main characteristics of price setting practices in Portugal. Two micro-datasets on consumer prices designed to produce the aggregate Consumer Price index are used.

By estimating a discrete time duration model, it is shown that the duration of price spells, and consequently the frequency of price changes, depends on variables such as accumulated sectoral inflation, the magnitude of the last price change and the level of demand (measured by the accumulated growth rate of the industrial production index).

In particular, it is found that the larger the accumulated sectoral inflation or the accumulated demand pressure, the larger the probability of price changes and thus, the smaller the expected duration of price spells. In contrast, the magnitude of the last price change has a negative effect on the expected duration of price spells. It is also found that the effects on the probability of changing prices differ according to whether we consider positive or negative values of the included time varying regressors. The robustness checks performed suggest that the main conclusions are mostly unaffected by changes in the model specification.

The main message of this paper is, therefore, that time dependent models are unable to adequately describe the features of the investigated datasets, and that state dependent models are required to fully characterise the price setting behaviour of Portuguese firms.
APPENDIX 1 - DATA DESCRIPTION

The two CPI datasets (CPI1 and CPI2) share a similar longitudinal structure but are collected using different criteria.

First, the composition of the datasets at the product level is determined using information on family expenditure patterns from the Portuguese Family Income and Expenditure Surveys. Two different surveys underlie the two datasets, thus introducing differences in composition by product between CPI1 and CPI2, although within each CPI the product composition is kept unchanged for the whole duration of the survey. However, the classification itself changed from CPI1 to CPI2 so that it is not possible to obtain a correspondence between the CPI1 and CPI2 products at the item level.

Second, the periodicity of data collection is product-dependent, varying between monthly, quarterly and yearly information. This means that some outlets are visited every month while others are only visited once a year. In CPI1 yearly, quarterly and monthly observations represent 1%, 51% and 48% of the consumer bundle while in CPI2 these proportions are, respectively, 4%, 58% and 38%. In dealing with such diversity, we need to standardize the time unit for comparison purposes. We start by excluding items observed on a yearly basis, because this information is too poor for the purpose of studying the price setting behaviour. Since in both datasets there are some items whose prices are collected monthly, whereas for other items prices are observed quarterly, in order to use data on all items, we have opted for transforming monthly data into quarterly data. This transformation was done by randomly selecting one month (first, second or third) in the quarter for each item and discarding the other two records for the entire observation period.

Third, the definition of price differs between CPIs due to the way sales and promotions are dealt with. Both datasets report retail prices at the moment the purchase occurs, but CPI1 excludes any sales or special prices being applied at the time of data collection, while CPI2 reports the effective price, including sales and promotions. Since CPI2 contains information about the occurrence of promotions/sales, we have decided
to transform the CPI2 to be as similar as possible to CPI1 in what the treatment of sales/promotions is concerned.

Finally, missing observations are also treated differently in CPI1 and CPI2. Missings can occur either because the product is out-of-stock or the outlet is temporarily (or permanently) closed. In such cases, a price is generally reported in both datasets, although the procedure used to estimate it differs. CPI1 uses the last observed price as an estimate of the non-observed price. CPI2 uses an estimate of what the non-observed price would be, had it changed at the average rate of change observed in the remaining outlets. This procedure is applied for up to 3 consecutive periods. After this, the store is replaced if it remains closed (giving rise to an incomplete price trajectory) or the item is replaced by the most popular alternative within category and store, if it remains out-of-stock. As in the case of promotions/sales, CPI2 contains information about when the missing occurs. Such information was used to estimate non-observed prices in the same way as in CPI1, i.e., replacing non-observed prices by the last observed price. The products for which price trajectories are incomplete were discarded from CPI1 or CPI2 for estimation purposes.

APPENDIX 2 - SAMPLING ISSUES IN ESTIMATING HAZARD FUNCTIONS

The micro-datasets on prices compiled by national statistical offices are panels which have information on the prices of different products in different outlets or firms, recorded at regular intervals, for a fixed period of time.

In this Appendix we examine the complications that arise when these data are used to study price durations. To start with, it is important to notice that the first price that is observed for each unit is part of a spell that begun before the observation period was initiated. This means that, not only is this spell left-censored, but more importantly, it is an observation of the population of price spells elapsing when the observation starts. In other words, these observations are collected through a form of length biased sampling (see Cox, 1969) that, like the well known stock sampling (see Lancaster, 1990), tends to over-represent long spells.
To see why this is so, consider an individual for which the price spells have some finite mean. Assuming that the duration of price spells does not have a degenerate distribution, it is clear that most of the time the price set by this individual will be part of spells with duration above the mean. Therefore, if the price is observed at some random date, it is more likely that it will be part of a long price spell. If the duration of price spells varied across individuals but not for the same individual, this problem would disappear.

Unless the researcher is prepared to make strong assumptions about the distribution of price durations, the combination of the left-censoring with the stock sampling scheme makes the first observed price spell for each unit unusable. In what follows, we will assume that these observations are discarded. This will not lead to sample selection problems as long as at least one price change is observed for every unit.

After the first spell for each individual is concluded, the sampling scheme changes, as we are now able to observe the flow of spells until the end of the sampling period. For each individual, the observations from the flow of spells are random draws from the distribution of the duration of price spells. Because each unit is observed until a given date, the number of spells that is observed varies across units and is endogenous in the sense that it depends on the average duration of price spells.

The estimation of the probability that a random price spell drawn from the population has duration \(d\), is an important building block in the estimation of hazard functions. Assuming that the population is heterogeneous, this probability can be defined as

\[
P \left( d \right) = \sum_{i} P \left( d | i \right) \mathcal{P} \left( i \right),
\]

(A.1)

where \(P \left( d | i \right)\) denotes the probability that a random price spell for unit \(i\) has duration \(d\) and \(\mathcal{P} \left( i \right)\) is the probability of observing unit \(i\) in the population.

Assuming that the units in the sample are representative of the population of interest, \(P \left( d \right)\) can be estimated taking \(\mathcal{P} \left( i \right)\) as a constant. In this case, for a sample of \(N\) units, the analog of \(P \left( d \right)\) is given by

\[
\hat{P} \left( d \right) = \sum_{i=1}^{N} \frac{d_i}{s_i} \frac{1}{N},
\]

(A.2)

\[21\] The last spell is necessarily right-censored, but, for the moment, we will neglect this complication.
where $d_i$ denotes the number of spells of duration $d$ for unit $i$ and $s_i$ denotes the total number of spells for unit $i$. Since it is assumed that the units in the sample are representative of the population, this estimator gives equal weight to all units.

However, if $P(d)$ is estimated ignoring that different units have different numbers of spells, every spell is given the same weight. Consequently, the proportion of observations coming from each unit is $s_i/\sum_{i=1}^{N} s_i$ and the estimate of $P(d)$ is computed as

$$\hat{P}^*(d) = \frac{\sum_{i=1}^{N} d_i}{\sum_{i=1}^{N} s_i} = \frac{\sum_{i=1}^{N} d_i}{\sum_{i=1}^{N} s_i},$$  

(A.3)

which is the sample analog of $P^*(d) = \sum_i P(d|i) P^*(i)$, where $P^*(i)$ denotes the probability that an observed spell comes from unit $i$. In a heterogeneous population, $P(i)$ will be different from $P^*(i)$ and therefore $\hat{P}^*(d)$ will be inconsistent for $P(d)$.\(^{22}\)

To see how heterogeneity distorts the relation between $P(i)$ and $P^*(i)$, assume that there are only two units in the population with $P(1) = P(2) = 0.5$. Denoting by $S_1$ and $S_2$ the expected number of spells from each unit during a given time period, the expected number of spells in a representative sample collected over that period is

$$S = 0.5S_1 + 0.5S_2.$$

It is straightforward to see that the expected proportion of spells from unit 1 in the sample is

$$P^*(1) = \frac{0.5S_1}{0.5S_1 + 0.5S_2} = \frac{S_1}{S_1 + S_2},$$

which is different from $P(1) = 0.5$, unless $S_1 = S_2$.\(^{23}\)

When the expected number of spells is constant for all units, $s_i/\sum_{j=1}^{N} s_j \to 1/N$, and therefore $\hat{P}^*(d)$ will be a consistent estimator of $P(d)$. Furthermore, if the population is truly homogeneous in the sense that, not only $E(s_i|i) = E(s_i)$, but also $P(d|i) = P(d)$,

---

\(^{22}\)Notice that, because under $P^*(i)$ the probability of observing unit $i$ depends on the average length of its price spells, this distribution can be interpreted characterizing an artificial population resulting from a length biased sample from a population of units described by $P(i)$ (see Cox, 1969).

\(^{23}\)This difference of representation in the sample, relatively to the population, will generate biases towards smaller (average) durations because units with more spells are over-represented. This over-representation problem becomes more severe as the ratio $S_2/S_1$ departs from 1.

---
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any estimator of the form

$$\hat{P}_w(d) = \frac{\sum_{i=1}^{N} d_i w_i}{s_i \sum_{j=1}^{N} w_j}, \quad w_i > 0,$$

(A.4)

will be consistent for $P(d)$ since in this case the assumed distribution for $i$ is irrelevant.

Naturally, even the hypothesis that $E(s_i|i) = E(s_i)$ is generally untenable and therefore estimating hazard functions using (A.3) in place of (A.2) can lead to very erroneous conclusions.

In some cases, it may be impractical to work with the entire sample and the researchers may want to draw a sub-sample to perform their analysis. A simple way to obtain a representative sub-sample is to randomly select $n \leq N$ units, giving each unit in the sample probability $1/N$, and then using a fixed number of spells, say $J$, for each unit in the sub-sample. In this case, because $J$ is fixed across units, $P(d)$ can be estimated as

$$\hat{P}(d) = \frac{\sum_{i=1}^{n} d_i}{J},$$

(A.5)

where now $d_i$ denotes the number of spells of duration $d$ for unit $i$, out of the $J$ spells considered. This is the approach we follow in sub-section 3.2, setting $J = 1$.

Naturally, because it does not use all available information, (A.5) will be less efficient than (A.2).²⁴ However, with uncensored samples, (A.5) has the advantage of being an unbiased estimator of $P(d)$, rather than just a consistent one.

²⁴Notice that this estimator is a special case both of (A.2) and (A.3), which shows that if the sampling scheme was such that the number of spells per unit was exogenous, the sampling problems discussed here would not arise.
## APPENDIX 3 - OTHER ESTIMATION RESULTS

### Table A1 - Estimation results for the controls

<table>
<thead>
<tr>
<th></th>
<th>CPI1</th>
<th>Coef.</th>
<th>t-stat</th>
<th>CPI2</th>
<th>Coef.</th>
<th>t-stat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Big store</td>
<td>0.417</td>
<td>36.033</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>Supermarket</td>
<td>−</td>
<td>−</td>
<td>−0.333</td>
<td>−15.761</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>Discount Store</td>
<td>−</td>
<td>−</td>
<td>−0.572</td>
<td>−5.558</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>Classical Store</td>
<td>−</td>
<td>−</td>
<td>−0.880</td>
<td>−41.399</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>Market</td>
<td>−</td>
<td>−</td>
<td>−0.181</td>
<td>−6.904</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>Private/Public</td>
<td>−</td>
<td>−</td>
<td>−0.969</td>
<td>−26.327</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>Processed Food</td>
<td>−0.503</td>
<td>−37.343</td>
<td>−0.317</td>
<td>−18.297</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>Non-energetic industrial goods</td>
<td>−0.860</td>
<td>−60.959</td>
<td>−0.667</td>
<td>−17.472</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>Non-durable goods</td>
<td>−</td>
<td>−</td>
<td>−0.549</td>
<td>−25.869</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>Semi-durable goods</td>
<td>−</td>
<td>−</td>
<td>−0.537</td>
<td>−19.466</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>Durable goods</td>
<td>−</td>
<td>−</td>
<td>−0.569</td>
<td>−25.097</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>Non administered price services</td>
<td>−0.936</td>
<td>−45.032</td>
<td>−1.044</td>
<td>−30.465</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>North</td>
<td>−0.086</td>
<td>−6.548</td>
<td>−0.161</td>
<td>−11.060</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>Center</td>
<td>−0.171</td>
<td>−11.172</td>
<td>−0.050</td>
<td>−2.846</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>Alentejo</td>
<td>−0.268</td>
<td>−14.720</td>
<td>0.101</td>
<td>5.120</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>Algarve</td>
<td>−0.430</td>
<td>−20.071</td>
<td>−0.312</td>
<td>−13.788</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>Azores</td>
<td>−0.050</td>
<td>−1.824</td>
<td>0.020</td>
<td>0.827</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>Madeira</td>
<td>−0.097</td>
<td>−2.555</td>
<td>−0.341</td>
<td>−9.575</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>dur1</td>
<td>−0.082</td>
<td>−3.958</td>
<td>0.138</td>
<td>5.099</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>dur2</td>
<td>−0.619</td>
<td>−26.316</td>
<td>−0.262</td>
<td>−8.861</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>dur3</td>
<td>−0.814</td>
<td>−30.080</td>
<td>−0.448</td>
<td>−13.938</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>dur4</td>
<td>−0.662</td>
<td>−22.727</td>
<td>−0.319</td>
<td>−9.685</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>dur5</td>
<td>−1.088</td>
<td>−30.254</td>
<td>−0.667</td>
<td>−17.472</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>dur6</td>
<td>−1.280</td>
<td>−30.419</td>
<td>−0.858</td>
<td>−19.822</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>dur7</td>
<td>−1.257</td>
<td>−27.556</td>
<td>−0.999</td>
<td>−20.612</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>dur8</td>
<td>−1.051</td>
<td>−22.200</td>
<td>−0.958</td>
<td>−18.369</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>dur9</td>
<td>−1.499</td>
<td>−24.761</td>
<td>−1.101</td>
<td>−17.926</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>dur10</td>
<td>−1.583</td>
<td>−23.177</td>
<td>−1.281</td>
<td>−17.776</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>dur11</td>
<td>−1.590</td>
<td>−20.836</td>
<td>−1.163</td>
<td>−15.125</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>dur12</td>
<td>−1.346</td>
<td>−17.656</td>
<td>−1.240</td>
<td>−13.719</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>dur13</td>
<td>−1.569</td>
<td>−16.827</td>
<td>−1.511</td>
<td>−12.000</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>dur14</td>
<td>−1.803</td>
<td>−15.659</td>
<td>−1.675</td>
<td>−10.686</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>dur15</td>
<td>−1.660</td>
<td>−13.594</td>
<td>−2.736</td>
<td>−8.964</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>dur16</td>
<td>−1.744</td>
<td>−12.088</td>
<td>−1.106</td>
<td>−9.255</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>dur17</td>
<td>−2.070</td>
<td>−10.534</td>
<td>−1.608</td>
<td>−8.771</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>dur18</td>
<td>−2.309</td>
<td>−8.859</td>
<td>−1.608</td>
<td>−6.740</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>dur19</td>
<td>−1.983</td>
<td>−7.615</td>
<td>−1.090</td>
<td>−5.735</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>dur20</td>
<td>−2.491</td>
<td>−7.393</td>
<td>−1.230</td>
<td>−6.058</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>2nd quarter</td>
<td>−0.099</td>
<td>−6.108</td>
<td>−0.123</td>
<td>−7.240</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>3rd quarter</td>
<td>−0.012</td>
<td>−0.795</td>
<td>0.026</td>
<td>1.631</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>4th quarter</td>
<td>−0.376</td>
<td>−23.406</td>
<td>−0.232</td>
<td>−14.379</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>1992</td>
<td>0.110</td>
<td>4.208</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>1994</td>
<td>−0.094</td>
<td>−3.259</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>1995</td>
<td>−0.058</td>
<td>−3.470</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>1996</td>
<td>0.051</td>
<td>2.393</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>1997</td>
<td>−0.489</td>
<td>−27.519</td>
<td>0.202</td>
<td>10.912</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>1999</td>
<td>−</td>
<td>−</td>
<td>−0.097</td>
<td>−6.653</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>2000</td>
<td>−</td>
<td>−</td>
<td>−0.481</td>
<td>−29.521</td>
<td>−</td>
<td>−</td>
</tr>
</tbody>
</table>
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